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ABSTRACT

The IEEE Task Group ay has recently defined new physical and
medium access control specifications to design the next-generation
60 GHz wireless standard IEEE 802.11ay. Built upon the predeces-
sor IEEE 802.11ad, IEEE 802.11ay introduces various technological
advancements such as Multiple-Input and Multiple-Output (MIMO)
communication, channel bonding/aggregation, and new beamform-
ing techniques to offer unprecedented performance with 100 Gbit/s
of throughput and ultra-low latency. Such performance paves the
way for new emerging wireless applications such as millimeter-
wave distribution networks, data center inter-rack connectivity,
mobile offloading, augmented reality/virtual reality, and 8K video
streaming. Studying and analyzing these new use-cases is of para-
mount importance and demands high fidelity network-level simu-
lator due to the scarcity and cost of real IEEE 802.11ay test-beds.

In this paper, we present our implementation of the IEEE 802.11ay
standard in the network simulator ns-3. Our implementation cap-
tures the specifics of IEEE 802.11ay operations such as the 802.11ay
frame structure, channel bonding, new beamforming training pro-
cedures, quasi-deterministic MIMO channel support, and single-
user MIMO and multi-user MIMO beamforming training. We also
validate and demonstrate the performance of the aforementioned
techniques by simulations. The code for our simulation model is
publicly available.
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1 INTRODUCTION

The Millimeter-Wave (mmWave) band has become immensely pop-
ular in the recent past. Many mobile network operators around the
world started rolling out 5G mobile systems in the mmWave spec-
trum to alleviate the wireless capacity crunch. Besides, consumer-
grade devices increasingly include mmWave support. The IEEE
802.11ad standard [8], introduced in 2012, was the first Wireless
Local Area Network (WLAN) standard to provide Medium Access
Control (MAC) and physical (PHY) layer specifications for wireless
networking in the unlicensed 60 GHz band. Despite the technical
achievement that IEEE 802.11ad represented at its release, this stan-
dard did not fully exploit the vast capacities of the 60 GHz band.
Many emerging wireless applications such as mmWave distribution
networks, uncompressed content streaming for augmented real-
ity/virtual reality technologies, and dense network deployments
cannot easily be addressed with IEEE 802.11ad. The main reasons
lie in the fact that first, the standard was not designed for network
scalability and second, it does not exploit advanced PHY layer tech-
nologies such as Multiple-Input and Multiple-Output (MIMO) and
channel bonding that can boost the performance and reliability by
several orders of magnitude. Implementing these PHY layer tech-
nologies is challenging due to the wide communication bandwidth
in the mmWave band which exacerbates linear and non-linear im-
pairments at the Radio Frequency (RF) devices. However, the recent
advancements in the design and fabrication of mmWave electronics
paved the way towards high performance, robust, low-power, and
low-cost RF Integrated Circuits.



Figure 1: EDMG Waveform

This motivated the WiFi alliance to form the Task Group ay in
2015 to de ne the next-generatiommWavestandard, named IEEE
802.11ay9]. The following design factors were taken into account
during the standardization phase: i) the standard must support
a throughput of at least 20 Gbit/s, ii) it must maintain backward
compatibility with IEEE 802.11ad, and iii) it must extend the set of
possible use cases and scenarios by introducing novel solutions at
the MAC andPHY layers. Most of these requirements are achieved
thanks to the incorporation of advanced physical layer solutions
that are predominant in wireless systems operating at sub-6 GHz.
These solutions include MIMO, channel bonding and aggregation, is designed to be robust for communication under low Signal-to-
fast beamforming training, and multi-user transmission. Atthe time ~ Noise Ratio (SNR) conditions.
of writing, no IEEE 802.11ay compliant Commercial O -the-Shelf ~ For data communication, eithéEDMG SQr EDMG OFDMcan
(COTS devices or network-level simulators exist which hinders b€ used. Th&DMG SC PHYe nes an expanded set diCSs (1
research progress and innovation. In this work, we Il this gap  t0 21) with a maximunPHY throughput of 8085 Mbit/s per spatial
by introducing our IEEE 802.11ay implementation in the popular Stream over a single channel. Likewis#DMG OFDMspeci es 20

network simulator ns-3. The main contributions of our paper are EDMG MCS with a maximum throughput of 8316 Mbit/s. The
as follows: standard mandates the support BEDMG SGnodeMCSs 1 to 5 and

7 to 10 with a single spatial stream, whiEDMG OFDMs optional.

Figure 2: EDMG Channel Con gurations

We upgrade our ns-3 IEEE 802.11ad mo@e#] to support
IEEE 802.11ay. This includes the 802.11ay frame structure, .
Modulation and Coding SchemeMCSs), channelization, 2.2 Channel Con guration

and error-model. In IEEE 802.11ad, the 60 GHz band covers operation from 57 GHz
We add support for all Enhanced Directional Multi-Gigabit  to 64 GHz divided into four channels of 2.16 GHz. Communica-
(EDMG) Training (TRN) eld variants. tion at this frequency range su ers from high oxygen absorption
We extend our Quasi-Deterministi€)-D) channel model to which limits the communication range. With the growing interest
support MIMO communication. in Fixed Wireless Acces§WA) deployments and the adoption of

We introduce aMIMO analog beamforming training proce-  the unlicensednmWaveband for backhauling and fronthauling,
dure for both Single-UseMIMO (SU-MIMQ and Multi-User the Federal Communications Commission decided to double the
MIMO (MU-MIMO) cases. Additionally, we implement the  available bandwidth to cover 57 GHz to 71 GHz, providing a total of

SU-MIMO channel access procedure. 14 GHz of unlicensed spectrum. The new frequency range between
Finally, we make our implementation publicly available. 64 GHz and 71 GHz does not su er from high oxygen absorption
which makes it suitable for backhaul applications where long-range
2 BACKGROUND ON IEEE 802.11AY communication is needed.
In this section, we brie y present the major new features of the Figure 2 shows the possible channel con gurations for IEEE
PHY and MAC layers of the IEEE 802.11ay standard. 802.11ay. IEEE 802.11ay supports operation in eight 2.16 GHz chan-
nels. To increase the data rate further, IEEE 802.11ay allows bonding
2.1 EDMG Waveform a contiguous set of channels. A maximum of four channels can be

Figure 1 depicts th€DMGframe format. To maintain backward bonded which results in a channel width of 8.64 GHz. The standard

compatibility with IEEE 802.11ad, tiEDMGframe reuses both the mandates the support of two bonded channels (4.32 GHz).
Directional Multi-Gigabit DMG) preamble andMG header elds.

Thus, theEDMG frame is divided into two parts. The rstpart, 2-3 Beam Re nement Protocol

referred to as the NoreDMGportion, comprises a Legacy-Short  IEEE 802.11ad introduced the Beam Re nement ProtoB&H
Training Field {-STH, Legacy-Channel Estimation Field-CER, to re ne the beams obtained from th&FT in the Sector Level
and legacy-header elds and is recognizable BMG devices. The Sweep LI phase. ThdBRPappends a special element, called the
second part, which is known as tHEDMGportion, contains all the TRN eld, at the end of the packet to perform fast beam switching
elds that are recognized bfDMG Stations §TAs), including the across multiple narrow beam patterns within the same packet. IEEE

EDMG STF and CEF elds and the new EDMG headers. 802.11ad mandates that any signal transients that occur due to
Similar to IEEE 802.11ad, IEEE 802.11ay supports three physicalthe change of a beam pattern must settle withd® ns. Building

layer frame types: Control, Single Carrie8(), and Orthogonal an RF Integrated Circuit with such speci cations is challenging

Frequency Division Multiplexing@FDM). The ControlPHY s ded- and requires an optimized analog and digital architecture. Due to

icated to the transmission of management and control frames such these constraints, man€OTSdevices either omiBRPsupport or
asDMG beacons and Beamforming TraininBET) frames. Thus, it implement a proprietary version with a relaxed switching time. To



Figure 3: EDMG TRN Field Structure

address this, IEEE 802.11ay redesignedniRél eld to cope with
end-devices with heterogeneous hardware.

Figure 3 shows th&€DMG TRNeld structure. A TRN eld is
composed of a variable number ®RN-Units. EachTRN Unit in
turn contains multipleTRNsub elds where a singl&RNsub eld
contains six Golay sequences. |IEEE 802.11ay introduces a variabl
size of the Golay sequence that can be con gured by the user and
additionally, in the case of channel bonding, depends on the number
of continuous channels. Golay sequences have very robust correla-
tion properties which make them suitable for channel estimation.
IEEE 802.11ay de nes a unique orthogonal set of Golay sequences
for each space-time streat§g° to facilitate channel estimation
for MIMO communication.

2.4 MIMO Communication

In IEEE 802.11ad, even thoughDMG STAcan have multiple
Phased Antenna ArraysPAAs) connected to itRFchain, only

a singlePAA can be used at a time which results in a single stream
transmission. Instead, IEEE 802.11ay supplitglO for a multi-

fold increase in throughput. IEEE 802.11ay supports concurrent
transmission and reception of up to eight spatial streams at the
same time and over the same frequency. The standard mandates
the support of analodRFprecoding forMIMO communication. In

this mode,PAAs can synthesize a harrow beam pattern to create a
spatial channel for each stream. However, depending on the qual-
ity of the phase shifters and the geometry of tlRRAA, generating

a pencil beam patterns with low inter-stream interference is not
always feasible. To this end, IEEE 802.11ay also supports a hybrid
analog and digital beamforming protocol to compensate for the
de ciencies of analog beamforming through digital precoding, and
achieve higher MIMO gains.

IEEE 802.11ay implements tltiMO variants: Single-UseiSU-
MIMO allows transmitting and receiving multiple spatial streams
(up to eight) between two devices, whereas with downlink Multi-
User MU)-MIMO, an Access PointAP) can transmit di erent spa-
tial streams to multiple users (up to 8) at the same time.

3 IMPLEMENTATION

We now present the design and the implementation details of our
IEEE 802.11ay model in ns-3. It is publicly available on GitHL]b [

3.1 |EEE 802.11ay Framing

As presented in Section 2.1, IEEE 802.11ay introduces a new se
of MCSs for bothEDMG SCandEDMG OFDMwith the addition

of new coding rates. Our implementation supports all of these
new MCSs. Besides, we provide a detail&HY layer model for
transmitting and receiving di erent elds in theEDMGPhysical
Layer Convergence ProtocoP[CH frame. To ensure accurate

simulations, we integrate IEEE 802.112){Rto Bit Error Rate BER
lookup tables LUTs) generated by the IEEE 802.11ay link-level
simulator described in [10].

3.2 EDMG TRN Field

We implemented the exible and con gurabl@RN eld structure
presented in Section 2.3. Additionally, we incorporated the corre-
sponding state machines for transmitting and receiving all variants
such aEDMGBRP-TXEDMGBRP-RX, anEDMGBRP-RX/TX.
The EDMG BRP-RX/TX frame is used for transmit and receive
beamforming training in the same packet. THIRRN structure is
newly introduced in IEEE 802.11ay and is used for both Single-Input
and Single-Output$1SQ andMIMO BFT. Due to space constraints,

&n Figure 4 we show only the state-machine for transmittiEPMG

BRP-TX andEDMGBRP-RX frames, where during the transmission
of EDMGBRP-RX frames the grey blocks are omitted and number
of training sub elds in a Unit M is set to 10.

As seen on Figure 4, thHEDMG TRNeld is composed of LTRN
Units. In the case of BRP-RX frames, each Unit is composed of 10
sub elds used for receive training. Otherwise, each Unit includes P
sub elds transmitted with the same beampattern as the preamble
(that can be used for synchronization or channel estimation) and
M sub elds used for beamtraining. IEEE 802.11ay allows for N
consecutive sub elds to be transmitted with the same beampattern.
The complete structure of the di erent types dBRPframes is
explained in [7].

3.3 MIMO Q-D Channel Generation

In [4], we presented th&-D channel model of our IEEE 802.11ad
implementation. The channel realizations were generated by the
National Institute of Standards and TechnologyIST) Q-D Chan-
nel Realization Softwared], which is a full 3D ray-tracing model
that captures the geometrical properties of the channel for each
point-to-point pair. The software generates a 3-D multi-point to
multi-point double directional channel Impulse Respon&dR)
providing the magnitude, phase, and time of arrival, Direction of
Departure DOD), and Direction of Arrival DOA) of individual
propagation paths between multiple points in space. RAIMO
channels, we augmented thIST Q-DChannel Realization Soft-
ware to generate the point-to-poin€IRnot only between device
pairs, but also between the devices' PAA pairs.

3.4 MIMO Operation

We extended th&)dPropagationEngineclass to include MIMO
engine that handles the calculation of the received signal power
whenever a transmission is initiated with more than one active
PAA. Our approach avoids the scheduling of multiple events for
the di erent streams transmitted to guarantee the same simulation
scalability asSISO On the transmitter side, a single transmission
tevent is scheduled and the transmit power is allocated equally
between the transmiPAAs. On the receiver side, tHdIMO engine
uses theMIMO Q-D channel realizations provided by théIST Q-D
Channel Realization Software to calculate the received signal power
for each pair of active transmit and receil®AAs. TheDmgWifiPhy
class then receives a list of RX signal powers and handles the event



Figure 4: EDMG BRP-TX & EDMG BRP-RX Transmit State Machine Implementation

reception according to the type dflIMO transmission (e.g., data,
beamforming training, etc.).

In the case oBU-MIMOdata communication, a packet decoding
operation is scheduled as explained in Section 3.6. HoweveBRP
packets transmitted during thtMIMO BFTprocedures, a di erent

with 27 prede ned sectors in a 2x®IIMO setup would already
require testing over half a million combinations.

IEEE 802.11ay decided to decouldl®O BFTin two phases to
overcome this problem: th&1SOphase and théVlIMO phase. The
SISOphase aims to nd the optimaSISO BFTor every SISQrans-

approach is necessary. The standard speci es that these packets mit/receivePAA pair of the MIMO communication. Even though
are transmitted using spatial expansion, i.e., a single space-time these results do not provide an estimation of the inter-stream in-

stream is mapped to all active transmit chains with a relative cyclic
shift between the di erent chains. This allows the receiver to sepa-
rate signals coming from the di erent transmiPAAs and removes
unintended beamforming e ects. For simplicity, in our implemen-
tation the e ect of spatial expansion is modeled by only decoding
the stream with the highest received power and we assume that
the cyclic shift diversity is su cient to remove the interference
from the other received streams. The decoding of the packet then
follows the standardSISOprocedure. TheTRN eld of the BRP
packets is also transmitted iMIMO mode and is composed of
orthogonal waveforms. This orthogonal design allows to train mul-
tiple transmit and receive antennas simultaneously by extracting
the TRNsub eld of each stream without any interference. There-
fore, for MIMO TRNsub elds, we can calculate thBNRof each
received stream. These values are calculated without taking into
account any inter-stream interference and are equivalenSi&O
transmissions. Additionally, we add the possibility to calculate the
Signal-to-Interference-plus-Noise Rati8INR values of eacifRN
sub eld. These values are calculated by adding the received power
from the other active TX antennas as inter-stream interference. We
use theSNRvalues in theSISOphase ofSU-MIMO BFTin order

to get accurate measurements for tB#SOperformance, and we
use theSINRlater in the MIMO phase ofSU-MIMOandMU-MIMO
BFT to evaluate the e ects of inter-stream interference.

3.5 MIMO Beamforming Training

MIMO communication involves using multiple transmit and receive
PAAs to transmit data in several spatial streams. To successfully
establish independent streams, it is crucial to minimize the inter-
stream interference to achieve su cient per-strea@INRfor data
decoding. To this end, IEEE 802.11ay introdugé&1O BFT. MIMO
BFTis a very challenging task since an exhaustive evaluation of all
the possibldPAA stream con guration combinations is not viable in
real-world MIMO implementations. For example, a small codebook

terference, they can be used to identify a promising subset of can-
didates to evaluate in th&®IMO phase. In the subsequehIMO
phase, the di erent transmit and receivi@lIMO candidate combi-
nations are tested and the actusliIMO performance with inter-
stream interference is measured.

The selection of candidates to test in théiMO phase is imple-
mentation speci ¢ and not de ned by IEEE 802.11ay. Thus, for the
transmit training, we developed a custom approach based@n [
which suggests assigning a joint-beam score to di erent beam pat-
tern combinations and selecting the top combinations aIMO
phase candidates. In our implementation, the joint-beam score is
the sum of the individual transmit beam pattef®NR obtained in
the SISOphase. The implementation can be easily extended to other
selection algorithms. The list of transmit candidates is trained in the
MIMO phase. Each candidate is comprised of a TX con guration
for each PAA involved in the MIMO training.

At the receiver side, the measurements at one RXA are in-
dependent of the con guration of the other RRAAs. Therefore,
instead of testing speci c RX combinations, it is possible to just
test each RX sector once and then, in post processing, determine
the performance of di erent combinations by combining the mea-
surements taken at the di erenPAAs. We thus implement a simul-
taneous sweeping with alPAAs across all sectors for the receive
training in the MIMO phase. This greatly improves the scalability
as the overhead of the receive training is determined by the number
of prede ned sectors in the codebook and does not increase with
the number of PAAs being trained.

Additionally, in the MIMO phase, we implement an option to
re ne the beam selection by testing di erent Antenna Weight Vec-
tors (AWVs) for each sector. As accurate estimation of the inter-
stream interference is crucial to this phase, if this option is activated,
all possible combinations of transm#WVs are tested. The number
of combinations increases exponentially with the number of active
PAAs and therefore this option improves the accuracy of the chosen
beams but reduces the scalability of the MIMO phase training.



Figure 5: SU-MIMO Beamforming Training Phases: (a) SISO Phase; (b) MIMO Non-reciprocal Phase

Figure 6: MU-MIMO Beamforming Training Phases: (a) SISO Phase; (b) MIMO Non-reciprocal Phase

After the MIMO phase is completed, it is necessary to rank the
performance of the di erent combinations tested and determine the
optimal MIMO con guration. To this end, we choose the combina-
tions that maximize the minimum per strea@INRas it maximizes
the probability that multiple spatial streams can be established.

It is important to note that in our implementation, we make no
assumptions about the transmit and receRAA pairs that establish

the streams. Instead, all possible pairs are tested and the optimal

combination is selected. Additionally, we added traces to allow the
user to obtain the full set 081SCand MIMO phase measurements,
as well as the chosen lists of TX candidates by our selection al-
gorithm. In this way, the user can gain insights into thdIMO
performance and evaluate the MIMO BFT algorithms.

We implemented standard-complia®U-MIMOand MU-MIMO
BFTalgorithms. IEEE 802.11ay speci es that t860Feedback
can be obtained from a previouSISO BFTor an optional new
SISOTransmit Sector Sweepl’KSS can be performed. In both
algorithms, we choose to support th8ISO TXSSubphases to
guarantee the most-up-to-datelSOFeedback, as in this case the
training is executed just before thlIMO phase. Additionally, the
MIMO phase can be non-reciprocal or reciprocal, depending on
whether theSTAs involved in the training support antenna pattern
reciprocity, i.e., the transmit antenna con gurations are the same
as the receive antenna con gurations. For now, we support the
non-reciprocalMIMO phase as it must be supported by MIMO
capableSTAs and can also be used in reciprocal scenarios. Below we
discuss the speci cs of th8U-MIMOand MU-MIMO algorithms
we implemented.

3.5.1 SU-MIMO Beamforming Trainifigne SU-MIMO BFTalgo-
rithm enables training between tw8U-MIMOcapable devices. It
includes training of the transmit and corresponding receive an-
tenna con gurations for both devices involved, which means that
after the conclusion of th&8FT SU-MIMGcommunication can be
established in both directions.

Figure 5 shows ouBU-MIMO BFTalgorithm implementation.
As explained above, it includes both the f@ISOphase with the
training subphases and the non-reciprocal MIMO phase.

In the SISOphase, only transmit training is performed usirBRP
packets with Transmit Training TRN-T) sub elds transmitted and

received with multiple activé®PAAs. As explained in Section 3.4, the
orthogonal design of théIMO TRN eld in these packets allows
us to determine theSNRvalues of each transmit chain without
considering any inter-stream interference. In this way, multiple
PAAs can be simultaneously trained which signi cantly reduces
the training duration and increases the scalability as the number of
PAAs being trained increases.

The MIMO phase, on the other hand, involves both transmit
and receive training oMIMO combinations. This is done with
BRPpackets withTRN-R/T sub elds, which enable simultaneous
transmit and receive training. The same transmit con guration is
kept for as manyTRN Units as the Responder has requested for
receive training. During the reception of these Units, the Responder
switches the RX con guration at the start of eacCFRNsub eld. As
we explained in Section 3.4, in this phase we record the calculated
SINRvalues that allow us to estimate the inter-stream interference.

3.5.2 MU-MIMOBeamforming TrainingThe MU-MIMO protocol,
shown in Figure 6, is conceptually very similar to tigtJ-MIMO BFT
protocol , with two main di erences. First, during thtU-MIMO
BFTan Initiator trains with multiple Responders from a MU group,
requiring a modi cation of the Feedback phases to a poll and re-
sponse format. Second, IEEE 802.11ay only deMesMIMOtrans-
missions in the downlink direction and performs only transmit
training for the Initiator and receive training for the Responders.

Additionally, the transmit training in theSISOphase is per-
formed with Short Sector SweeSEW packets transmitted and
received inSISOmode, instead oMIMO TRN-Tsub elds. This is
because the Initiator is training with multiple Responders and it is
not possible to guarantee that all of them will be able to receive the
BRPpackets. In order to reduce the training time, the new short
SSWiframes are used, instead of legaBpWframes. The short
SSWirame is a PHY layer frame that Bbytes long compared to
26bytes for the legacys SWWwhich results in a31%reduction in the
transmission time. We add support for these frames by enabling
the transmission of WiFi packets without a MAC header.

The MU-MIMO training is performed usingrRN-R/T sub elds,
similar to SU-MIMQ However, it requires an additional subphase
called MU-MIMO BF Selection, where the Initiator informs the
MU group of the Responders and optimelMO con gurations



Table 1: Simulations Parameters

Parameter Name Parameter Value

Application Type OnO Application

Payload Size 1472 Bytes
Transport Protocol UDP
Aggregation Type A-MSDU and A-MPDU
A-MSDU Max. Size 7935 Bytes

A-MPDU Max. Size
Block ACK Size

4194 303 Bytes
1024 Frames

Number of Transmit Sectors 27 Sectors
Sector Azimuth Steering Angles -800.8C
Sector Elevation Steering Angles 4B, 45
Transmit Power 10 dBm

that have been selected fadU-MIMO communication. This al-
lows the Responders to use the correct receive con guration when
MU-MIMO transmissions take place.

3.6 SU-MIMO Channel Access Procedure and
Data Transmission

IEEE 802.11ay de nes various methods kMO channel access
before data transmission.AdU-MIMO data transmission is left
for future work, we only discuss th&U-MIMOimplementation.
We implement a Ready-to-SenBTS/DMG Clear-to-Send@T9
mechanism where a control trailer is added to tRF SandDMG
CTSframes. The control trailer contains signaling regarding the
SU-MIMOcon guration used for data transmission, allowing the
STAs to set up the transmit and corresponding receive antenna
con gurations previously trained.

Moreover, for the data transmission, we extend tBengWifiMac
MacLoyDmgWifiPhyand InterferenceHelper classes to support
transmission and decoding &fiIMO packets. In thdnterference
Helper, we calculate the per strearBINRvalues that take into
account the inter-stream interference and use this to determine the
per-stream packet success rate. Analogous to the calculation of the
chunk success rate, the success rate for the packet is equivalent to
the multiplication of the per-stream Packet Success Rates (PSRs).

4 EVALUATION

In this section, we evaluate and validate our IEEE 802.11ay im-
plementation in ns-3. All our simulation scenarios utilize ti@D
channel model. Simulation parameters are summarized in Table 1.
All the devices in the network use a 2x8 element Uniform Rect-
angular Array URA) PAA which yields a narrow beam in the az-
imuth plane, and a wide beam in the elevation plane. We use the
full Aggregate MAC Service Data Unin¢gMSDU) and Aggregate
MAC Protocol Data UnitA-MPDU) aggregation de ned by IEEE
802.11ay. In order to support the expandédiPDU aggregation

we implement theEDMG Compressed Block Acknowledgement
that allows to acknowledge the reception of up to 1024 MPDUSs.

4.1 Achievable Throughput

In this simulation, we evaluate the maximum achievable through-
put for the IEEE 802.11ay protocol for all tEEDMG MCS with
various channel widths. Our scenario consists of two IEEE 802.11ay

devices with a Line-Of-Sight O3 link with a distance of one meter.
We con gure the two devices to use the optimal beam pattern thus
ensuring a highSNRvalue that prevents any packet loss. To elimi-
nate beamforming training overhead, we inst&imgAdhocWifiMac
which is an experimentaMAC layer implementation that facilitates
studying PHY layer features without adding the complexity of the
full MAC protocol. ThisMAC implementation allocates the whole
Beacon Interval (Bl) for data transmission.

Figure 7 depicts our simulation results f&@DMG SGindEDMG
OFDM PHY. To exclude the overhead of each layer in the protocol
stack, we measure the throughput at the application layer. We ob-
serve that the maximum achievable throughput with four bonded
channels is around 29.6 Gbit/s f&DMG SCand 31.25 Ghit/s for
EDMG OFDM We notice a degradation in the throughput for
EDMGMCS17. This is becauseEDMGMCS17 uses a 64-QAM
modulation scheme with a coding rate d#2, which results in
fewer data bits pefSCblock compared tEDMGMCS16. It is
worth mentioning that this might cause issues with Rate Adapta-
tion Algorithms (RAAs) as they would expect a monotonic increase
in throughput when increasing the MCS.

The throughput obtained in this simulation considers an ideal
scenario where we have neither collision on the wireless medium
nor packet loss. In a real network, the throughput will be lower
due to i) the overhead imposed by di erent channel access periods
in the BI, ii) the usage of theRT3CTShandshake protocol, and
iii) frequent link maintenance througBFTin the Data Transmis-
sion Interval DTI) access period. The impact of the latter depends
mainly on the size of the codebook and the number of PAAs.

4.2 SU-MIMO Beamforming Training
Validation

The scenario to validate ouBU-MIMQOimplementation consists
of one AP and oneSTA each equipped with twdAAs separated
by 3cm along the x-axis, deployed in a 5m10m 3m room as
depicted in Figure 9. EadRAA is connected to a separate transmit
chain which allows for a maximum of two spatial streams.

Figure 8 depicts the results from the di erent phases of our
SU-MIMO BFTalgorithm between theAP (TX) and theSTA (RX).
The SISOphase measurements in Figure 8 (a) show 8i¢Rof the
di erent transmit sectors from both TXPAAs measured at both RX
PAAs. Since thd?AAs separation distance is small, we can observe
that the SN from the same transmit sector at both receiver's
PAAs are very similar in most cases. TIs®#SOresults then serve as
input to our selection algorithm that selects the topcombinations
as shown in Figure 8 (b). The list of candidates is tested in the
MIMO phase shown in Figure 8 (c), which results in a seSdNR
measurements. For this scenario, we use the tef85 combinations
tested, as we observed that this value o ers a good compromise
between scalability and accuragJ-MIMOcon guration. In Fig-
ure 8 (d) we present a heatmap of the minimum per stre8MIR
for each tested candidate. On the x-axis, we show the di erent TX
candidates according to their ranking by the selection algorithm,
the rst column representing the candidate with the highest joint
SNR On the y-axis, we present the di erent receive combinations
tested. As explained in Section 3.5, we can determineSh¢Rfor
all possible receive combinations and we present them sequentially



—_ I 4 Bonded Channels

<L ,5| | 3 Bonded Channels ]
E ["12 Bonded Channels

O 20} I single Channel |
5

2 1sf i
<

% 10 1
@]

<=

< s

123456 7 8 91011121314 151617 18 19 20 21
EDMG SC MCS Index

SU-MIMO SISO Phase SNR Measurements

B LA L

Rttt it adh adh bt adh ath ot

FTOONOVDO-ANMITOWLONODDNDO - ANMS O O©N
NAAAANTTTTTTII T aagaqaaq

NANANNNANNNANNNNNNNNNN
Tx Combination (Antenna ID - Sector ID)

. ~

i <

) (__Selec_on Algorithm )«—=&
Tx Candidates @

© ((MIMO Phase BFT Training)

 SU-MIMO MIMO Phase SINR Measurements )

O O

( Peer Rx Antennas Configura ons

(d) Tx Antennas Configura ons )

Figure 8: MIMO Beamforming Training Results

(the bottom row representing (RX PAA 1 - Sector 1, RX PAA 2 -
Sector 1) and the top row representing (RX PAA 1 - Sector 27, RX
PAA 2 - Sector 27). We can see that the highest-ranked candidates
(leftmost columns) experience low SINR. For these candidates, both
PAAs have beam patterns that utilize the LOS path as it gives the
highest SISO SNR. However, when used for MIMO communication,
such a combination results in high inter-stream interference due
to the small PAA separation. The candidates with the lowest mea-
sured SINR similarly suffer from high inter-stream interference,
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Figure 7: EDMG MCSs Throughput for Different Channel Sizes

but additionally have lower received signal strength as they utilize
reflected paths. This shows the significance of the MIMO phase,
as the optimal SISO configurations can sometimes result in poor
MIMO performance. Additionally, we can observe no obvious pat-
tern in the SINR measurements for the different configurations
tested. This implies that it can be extremely challenging to predict
the MIMO performance from the SISO Feedback and that the se-
lection of good candidates for the MIMO phase is crucial to the
overall functioning of the MIMO BFT algorithms. As mentioned in
Section 3.5, our implementation was designed to be able to evaluate
the effect of different selection algorithms and can therefore be
of crucial interest to study mmWave MIMO behavior. Finally, we
observe two high SINR areas. The first area, located in the top left
half allows for SINRs of around 15 dB. However, by testing a higher
number of candidates we discover a second high SINR area in the
top right half of the map with more optimal antenna configurations
that can achieve SINRs above 20 dB.

Figure 9 shows a visualization of the best SU-MIMO configura-
tion chosen by our BFT algorithm. We can clearly see that the first
stream established, shown in Figure 9 (a), utilizes the reflections
from the front and back walls and has very low gain for the LOS
path and the reflections from the side-walls and the ceiling/ground.
The second stream, shown in Figure 9 (b), utilizes precisely those
links and receives very low interference from the front and back
wall reflections. The resulting combination shown in Figure 9 (c)
has very high per stream SINR of 23 52 dB and 39 25 dB respectively,
validating that our BFT algorithm can successfully determine good
antenna configurations for MIMO communication.

Finally, after the BFT is completed, we validate our SU-MIMO
data transmission implementation using the output of the MIMO
Phase BFT to setup transmit and receive antennas. The large SINR
experienced by the two streams enables the use of EDMG-SC MCS-
21 (8 Gbit/s). We observe an aggregate throughput of around 14 Gbit/s,
validating the multi-stream transmission implementation.

4.3 MU-MIMO Beamforming Training
Validation

In this scenario, we deploy one EDMG AP and two STAs in the

same room as depicted in Figure 10. The AP is equipped with two

RF chains, each connected to a separate PAA, while the two STAs

have a single PAA. As a result, the AP can transmit two spatial

streams, allowing communication with two users at the same time.



