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1 Introduction

This section explores the tradeoffs appearing in the design of network elements, and then introduces the main research objectives of this thesis.

1.1 Dissertation topic and its relevance

A broad spectrum of services running on top of an exponentially growing number of interconnected devices make network operations more complex than ever. New complex network-wide behaviors, the variability of desired objectives incorporating different intents into final decisions together with increasing scalability levels require network infrastructure to be more intelligent, expressive, and robust. Usually, these requirements lead to significant operational complexity and an increased cost of network infrastructure. Reducing a manageable network state by better exploiting an expensive network infrastructure (efficiency) without compromising flexibility (expressiveness) can overcome new levels of operational complexity and scalability constraints; finding the right balance among them and finding ways to represent the manageable network state efficiently is a serious problem that requires fundamental understanding based on analytic observations. Recent developments in software-defined networking (SDN) partially improve expressiveness by adding new programmability levels but, unfortunately, fail to address the fundamental tradeoff between expressiveness and operational complexity. This calls for new design approaches that require efficient implementations of manageable state in network elements.

In this thesis, we deal with an efficient representation of a manageable state in a single network element and consider two fundamental questions:

(1) how to represent packet processing programs, addressing the fundamental tradeoff between efficiency and expressiveness;

(2) how to exploit existing network resources to address local constraints due to an exponentially growing number of interconnected devices and increased granularity of operations.

Packet processing programs. The core building block of packet processing programs is a packet classifier. Packet classifiers implement various commodity services such as QoS (Quality of Service), access control lists, packet forwarding, etc. With the adoption of OpenFlow [1] and P4 [2], packet classification has become even more prominent. In particular, a novel programming language P4 [2] is designed for the development of packet processing pipelines; a packet classifier is a basic element of P4 pipelines. The main purpose of packet classification is to determine the processing logic (action) that should be applied on an incoming packet. A packet classifier is an ordered set of rules, where a rule consists of the filter (matching packet headers) and the associated action to be applied on packets with matched headers. The first rule whose filter matches an incoming packet header defines which action to apply. A filter is a concatenation of field representations participating during classification.

In the simplest form, fields in a filter are represented by exact values (see Fig. 1a). In this case, packet classifiers can be implemented with constant lookup time but the number of rules can be so large that it is infeasible to fit the classifier in memory. In the other extreme case, to address the scalability
constraint, fields can be represented by ranges of values (see Fig. 1b). In this case, the number of rules is significantly reduced but the lookup complexity increases. As a result, some intermediate forms of field representations were introduced as prefixes or more general ternary bit strings, where every bit has three values: zero, one, or don’t care denoted as * (see Fig. 1c). For classifiers with fields represented by ternary bit strings, a specialized ternary content addressable (TCAM) memory was introduced; TCAM allows to classify headers in a constant time [3]. Note that TCAM memory is a power hungry and expensive resource. Thus, we should minimize the size of ternary classifier representations.

In this thesis we present three main results dealing with packet classifier representations:

(1) study how the encoding of ranges by ternary bit strings affects the size of a ternary representation of a range-based classifier,

(2) propose efficient combined representations of multiple classifiers that share identical classification patterns, and

(3) introduce the notion of approximate classifiers, allowing to trade classification accuracy for additional reduction in the number of classification rules (and hence memory).

Exploiting network resources. Traffic monitoring requires a significant amount of in-network resources and is crucial for efficient, reliable, and secure network operations. Understanding traffic properties allows network operators to achieve better capacity planning, QoS assurance, service differentiation, attack mitigation, and more. Scalable monitoring of traffic flows is challenging due to unrelenting traffic growth, device heterogeneity, and load unevenness. First, while traffic keeps growing in both volume and number of flows, the processing and storage needed for traffic monitoring in network elements grow as well. Second, networks comprise elements of increasing heterogeneity ranging from basic IoT (Internet of Things) access devices with greatly limited capabilities to high-end core routers that forward millions of concurrent flows. Third, the traffic-monitoring load on different network elements is uneven, and one element might get overloaded even when other elements have spare resources.

Even the relatively simple problem of computing all flow sizes becomes very challenging when the number of flows becomes significant. As a result, a large body of related work explores approximate solutions for traffic accounting that give up computation accuracy in order to reduce memory required in a single element. Previous approximate solutions for flow size computation include estimators [4, 5, 6, 7] and sketches: CM [8], CU [9], Pyramid Sketch [10], UnivMon [11], and Elastic Sketch [12]. A trace-driven evaluation of CEDAR [7], SAC [6], and DISCO [5] shows their average relative errors in excess
of 12% for 8-bit per-flow estimators [7]. The average relative error of Elastic Sketch, one of the most advanced current proposals, can be equal to 4 even when using 0.2 MB to represent 110K flows, i.e., around 15 bits per flow (see Fig. 9a in [12]). Such accuracy might be too low for many practical purposes.

An alternative approach to address the scalability constraint in a single network element is to monitor traffic flows by utilizing resources in multiple network elements as a shared pool. If a traffic-monitoring task overloads an element, then task execution can be shifted from the overloaded element to another element over the flow path that has sufficient resources. This empowers the network to leverage its global processing and storage resources to effectively cope with local traffic monitoring overloads. Due to the network noise consisting of packet loss and reordering, the maintenance of distributed packet counters is a challenging problem in itself. In this thesis, we propose a solution that efficiently maintains distributed packet counters under network noise without using control packets or any other additional communication between the involved network elements.

1.2 Research Objectives

In this section, we define specific objectives that we set for the research outlined in the thesis. We introduce three projects developing efficient packet classifier representations and one project for the maintenance of distributed packet counters.

Impact of range encoding. To maintain a range-based classifier $\mathcal{K}$ in TCAM memory, $\mathcal{K}$ filters should be encoded by ternary-bit strings. Since the TCAM is an expensive and limited resource, the total size of the ternary representation of $\mathcal{K}$ in bits and in ternary bit strings should be minimized by this encoding.

One way to encode a range-based classifiers into a ternary bit classifier is to encode each range in a classifier separately by one of the following methods [13, 14, 15, 16, 17]. These methods encode every field range by multiple prefixes or ternary bit strings whose number is at most linear to the field size (in bits). As a result, the number of ternary bit strings in the encoding of a range-based filter can exponentially depend on the number of filter fields. Other range encoding methods exploiting structural properties can achieve more compact representations [18, 19] but usually, they perform well only when the number of different encoded ranges is relatively small. Note that both these lines of research consider transformations to equivalent classifiers.

Representations [20, 21, 22, 23] construct ternary lookup tables on subsets of fields preserving structural properties of classifiers like rule disjointness. These representations become equivalent to originally given classifiers only when the constructed lookup tables are complemented by a false-positive check on a single matched rule. This allows balancing which fields are required to implement desired structural properties in the lookup table and which participate in false-positive checks where range encoding is unnecessary. The number of encoded ranges in [20, 21, 22, 23] significantly decreases that lead to significant reduction of bits and ternary bit strings in ternary representations of $\mathcal{K}$.

In this dissertation, we are going beyond [20] and propose RR (range reduction) representations implementing structural properties of classifiers with per-bit resolution (rather than per-field as in [20]). Representations narrowing down covered field ranges can significantly improve memory requirements for classifier representations.
Policy-based representations of packet classifiers. In modern network elements, many services run in parallel. These services are implemented by multiple packet classifiers that often share common classification patterns (even packet classifiers corresponding to different services). To avoid the specification of every filter for every classifier, the abstraction “class” was presented. Classes are sets of classifier filters representing common classification patterns. In this case, a packet classifier (policy) can be defined as an ordered set of classes with associated actions. In a nutshell, class-based representations allow to produce object-oriented representations of packet classifiers that ease at least their declaration. Various vendors already support the notion of classes in policy declarations [24, 25], allowing them to abstract and manage classification patterns more efficiently. For instance, Cisco IOS supports up to 256 different QoS policies and up to 4096 classes per box [26]. In real deployments, the number of classes per policy ranges from tens to hundreds depending on the application model [26]. The size of a class depends on the complexity of the represented pattern. Our ideas hinge on the fact that classes are reused in different policies. Traditionally, a separate class instance is allocated for each policy containing it (see policies $P_1$, $P_2$, and $P_3$ in Figure 2). Each allocated class instance has an attached action specified by the corresponding policy (in Figure 2, an action $A_{i,j}$ is attached to the instance of $c_j$ in the policy $P_i$). Since classes are reused in different policies, it allows us to look at combined policy representations, where ideally each class appears only once, providing substantial savings in representations of underlying classifiers in TCAM memory. Informally, combined policy representations “emulate” behaviors of represented policies. In this thesis, we consider combined policy representations that do not increase the number of classification lookups.

Approximate packet classifiers. Exact computations may require excessive resources. Approximate computing deals with potentially inaccurate computations, helping to alleviate resource constraints [27]. In this thesis we generalize the classical packet classification problem to the approximate case. There is a long line of research exploring various optimization methods to find semantically equivalent packet classifiers, where each header matches the same action in an originally given and optimized classifiers [28, 29, 30]. We consider the case when semantically equivalent classifiers fail to achieve desired optimization results and introduce approximate representations of packet classifiers allowing to “multplex” multiple actions. This additional level of flexibility allows to improve resource requirements while still keeping the desired level of accuracy. The majority of proprietary heuristics minimizing the number of rules in regular packet classifiers can be reduced to well-known operators minimizing the size of Boolean expressions [31, 32]. Unfortunately, in the approximate case optimization capabilities of these
operators are limited and using these operators may lead to an exponential blowup in the corresponding exact classifiers enumerations. To avoid this complexity and improve optimization results, we generalize basic operators to the approximate case and study the properties of sequences consisting of applied operations.

**Distributed packet counters.** To maintain flow packet counters distributively we could move the counter from a flow source to other network element on a flow paths (see Figure 3b). Unfortunately, moving the entire execution of a flow packet counter from the flow source to another network element would result in inaccurate results due to packet loss that occurs on the path between these two elements. Note that such inaccuracies arise regardless of whether the source element uses an unreliable or reliable transport protocol for sending traffic. Thus, at least some state of flow packet counter should be maintained in the source element (see Figure 3c). We introduce a robust distributed approach that maintains a packet counter in multiple network elements correctly despite network noise in the form of packet reordering and loss on the network paths between the elements. Instead of sacrificing the accuracy as in approximate solutions, our robust distributed approach supports scalable exact reconstruction of the number of packets in a flow. The explored distributed approach does not require bidirectional transport, does not introduce any control packets and communicates flow state by piggybacking a few, on the order of 2 or 4, control bits.

### 2 Key results and conclusions

This section summarizes the key contributions of this thesis, addressing specific objectives introduced above. Here, we provide a brief list of key results, and then will expand upon each research direction in more detail in Section 4.

**Representations of range-based packet classifiers.** In this thesis we define equivalent representations RR preserving rule-disjointness of range-based packet classifiers with per-bit resolution [33]. The basic element of the proposed RR representations is a subrange on a predefined set $B$ of range bit-indices allowing to implement structural properties of a classifier on a per-bit level without intermediate range expansion. We show that each subrange on $|B|$-bit indices can be represented either as a $|B|$-bit range or as a union of two special ranges on $|B|$ bits; the proposed Algorithm 1 constructs such subrange representations. The number of ternary bit strings in prefix expansion [13] and in SRGE encoding [15] of any $|B|$-bit subrange is at most $2 \cdot |B| - 2$ (similarly to the case of a regular $|B|$-bit range). We formulate Problem 1 minimizing the encoding size of RR representations and propose Algorithm 3 solving Problem 1.
Combined representations of multiple policies. For a given set of policies $\mathcal{P}$ we propose a combined representation that consists of a combined policy $P_{\text{comb}}$ emulating $\mathcal{P}$ [34, 35]. This thesis explores two basic cases: (1) ideal representations containing each class only once, and (2) non-ideal representations with duplicated class instances. In the first case, we show conditions for the existence of ideal representations and propose methods constructing $P_{\text{comb}}$ when these conditions are satisfied. In the second case, we formulate the PSP problem finding the sequence of classes $\mathbb{S}$ in $P_{\text{comb}}$ minimizing the number of filters $W^+(\mathbb{S})$ in duplicated class instances in $\mathbb{S}$. The proposed algorithms AllOrOne and CliqueShare constructing $\mathbb{S}$ have analytic guarantees on $W^+(\mathbb{S})$. We prove that the approximation factor of CliqueShare on $W^+(\mathbb{S})$ is at most $\alpha(G^{\text{pair}})^2 \cdot |\mathcal{P}|$, where $|\mathcal{P}|$ is a number of policies in $\mathcal{P}$, $G^{\text{pair}}$ is an auxiliary graph used by CliqueShare, and $\alpha(G^{\text{pair}})$ is an approximation of the algorithm finding minimal Feedback Vertex Set [36, 37, 38] in $G^{\text{pair}}$. The lower bound on the approximation factor of CliqueShare is $\frac{|\mathcal{P}|^2}{4}$. In addition, we show that there is no polynomial algorithm for the PSP problem with a constant approximation factor (unless $P = \text{NP}$). The constructed $\mathbb{S}$ can be further optimized by the proposed efficient heuristics GreedyGluing and LocalDescend. To maintain the $P_{\text{comb}}$ in a valid state after modifications of policies in $\mathcal{P}$, we propose the method modifying $P_{\text{comb}}$ and $\mathbb{S}$ properly after each insert/remove operation in time $O(|\mathbb{S}| + \sum_{P \in \mathcal{P}} |P| + D(P))$, where $D(P)$ is the number of intersecting class pairs from $P$. Also we discussed combined representations consisting of multiple combined policies. In particular, we show that usage of multiple $P_{\text{comb}}$s can not relax conditions guaranteeing the existences of an ideal $P_{\text{comb}}$, and propose methods constructing ideal combined representations with multiple combined policies minimizing the maximum number of policies corresponding to a single $P_{\text{comb}}$.

Approximate classifiers with controlled accuracy. We introduce a notion of approximate packet classifiers with controlled errors [39]. Each rule $R_i$ in the approximate classifier contains an action set $\mathcal{A}_i$ such that any action in $\mathcal{A}_i$ is a valid classification result of a header matched by $R_i$. The notion of approximate classification allows to additionally reduce the number of classification rules sacrificing the classification accuracy. In particular, we demonstrate that approximate classifiers can improve scalability of QoS and packet forwarding tables. To minimize approximate classifiers we generalize conventional optimization operators: forward subsumption, backward subsumption, and resolution [30]. The generalized operators optimize approximate classifiers strictly better than original ones.

Then we study properties of operation sequences consisting of applied operations. Let $\mathcal{O}$ be a set of operations containing only those that are applicable on the original classifier and not containing two operations using the same rule. Such sequences define lower bounds on the length of a longest operation sequence and illustrate the combinatorial complexity of the approximate classifier minimization. We prove that in the case of regular classifiers, there is an operation sequence containing all operations from $\mathcal{O}$, and in the case of approximate classifiers, there is an operation sequence containing all forward subsumptions and resolutions from $\mathcal{O}$. To demonstrate the complexity of the approximate classifier minimization we show the example of $\mathcal{O}$ containing backward subsumptions and resolutions that can not be in the same operation sequence. Also, we prove that in the case of approximate classifiers, the construction of a longest operation sequence consisting of operations from $\mathcal{O}$ is an intractable problem.

We show that it is always possible to transform any operation sequence (including longest) into another one of the same length containing forward subsumptions and resolutions only before backward
subsumptions. This observation can be used for the development of heuristics finding longest operation sequences. Also, we show that after the proposed transformation of an operation sequence, action sets of rules in the optimized classifier either remains the same or even becomes bigger. Hence, this transformation can be used as a post optimization allowing to extend already constructed operation sequences.

**Distributed packet counters.** To reduce memory requirements in a single switch we split a flow packet counter into two chunks maintained by flow source and by flow destination (see Figure 3c). We propose methods for maintenance of counter chunks in consistent states despite network noise. There are two major contributions of this thesis: (1) two network noise models allowing to describe the tolerance of the proposed distributed approaches to packet loss and packet reordering; (2) Algorithm 1 and Algorithm 2 supporting flow counter chunks in consistent states; tolerance of these algorithms to the network noise is analytically proved in the corresponding network noise models. The tolerance of Algorithm 2 to the network noise is significantly bigger than the tolerance of Algorithm 1. Also we bound the error of Algorithm 2 when its correctness conditions are not satisfied.

## 3 Publications and approbation of the research

Each of the key results presented in the previous section has been published in one of the peer-reviewed research papers listed below. In all these papers the author of the dissertation is the main author.

**First-tier publications (CORE ranking $A/A^*$):**


  **Contribution of the dissertation’s author:** an ideal representation for the case when all classes are pairwise disjoint, described in Section 3.A; the method prepending filters in $P_{comb}$ containing intersecting classes, described in Section 3.B (except the lower bound shown by Theorem 2); Theorem 3 defining conditions for the existence of ideal representations; Theorem 4 and Theorem 6 analyzing the properties of ideal combined representations containing multiple combined policies; definition of the PSP problem (Problem 1); the idea of AllOrOne algorithm solving PSP; Theorem 11 presenting a lower bound on the approximation factor of AllOrOne; Theorem 12 showing an inapproximamability of PSP with a constant factor; the CliqueShare algorithm solving PSP; Theorem 13 proving the correctness of CliqueShare; Theorems 14 and 15 presenting the upper and lower bounds on the approximation factor of CliqueShare; a local descent and a greedy gluing optimization, described in Section 5.E; Algorithm 3 for efficient dynamic updates proposed in Section 6; Theorem 16 proving the correctness of Algorithm 3.

- Demianiuk V., Kogan K., Nikolenko S. Approximate Classifiers with Controlled Accuracy // Proceedings of IEEE INFOCOM 2019. The content is in Appendix B.
Contribution of the dissertation’s author: a notion and a motivation of approximate classifiers with controlled accuracy, described in Sections 2, 3; generalization of conventional optimization operators, described in Section 4; examples in Section 4.C demonstrating that generalized operations are strictly more efficient than original ones; Theorem 1 showing that in the case of regular classifiers, it is always possible to apply all operations from $O$; Corollary 1 finding the biggest $O$; Theorem 2 showing that in the case of approximate classifiers, all forward subsumptions and all resolutions in $O$ are applicable together; Theorem 3 showing that in the approximate case, the construction of the longest operation sequence consisting of operations from $O$ is an intractable problem; Lemma 1 proposing a transformation of any operational sequence.


Contributions of the dissertation’s author: algorithms PL and PR maintaining distributed packet counters under a partial network noise that either loses packets loss or reorders packets; the first network noise model, described in Section 4; Algorithm 1 for distributed packet counting under a general network noise that loses and reorders packets; Theorem 2 showing the tolerance of Algorithm 1 to the network noise in the first model; the second network noise model, described in Section 5; Algorithm 2 that is an extension of Algorithm 1 for the second network noise model; Theorem 4 showing the tolerance of Algorithm 2 to the network noise; Theorem 6 showing that correctness conditions of Algorithm 2 are wider than correctness conditions of Algorithm 1; Theorem 7 bounding the error of Algorithm 2 when its correctness conditions are not satisfied.

Other publications:

- Demianiuk V., Kogan K. How to deal with range-based packet classifiers // Proceedings of ACM SOSR 2019. * The content is in Appendix D.

Contributions of the dissertation’s author: Observation 1 showing that any range can be represented as a union of the left border range and the right border range; a notion of a subrange, described in Section 2; Lemma 3.2 showing that a subrange of a left (right) border range is a left (right) border range; Theorem 3.3 showing that any subrange can be represented as a union of two border ranges; Algorithm 1 constructing such subrange representation; Lemma 3.4 and Theorem 3.5 proving the correctness of Algorithm 1; Theorem 3.6 presenting the upper bound on the number of ternary bit strings in the encoding of a $|B|$-bit subrange; the formalization of equivalent representations with per-bit resolution, described in Section 4; the definition of Problem 1 minimizing the size of such equivalent representations; Algorithm 3 solving Problem 1.

The obtained results are supported in two ways. First, for each optimization algorithm we present a rigorous theoretical study analyzing its properties (proofs of correctness, worst case performance guarantees, structural analysis of the constructed and optimal solutions, etc.). Second, for practical purposes, we evaluate proposed methods on synthetic traces showing their behavior on the average case. Algorithms

*SOSR is the premiere venue for research publications on Software Defined Networking, established in 2015.
minimizing approximate classifiers (Section 4.1.3) have been evaluated on the classifiers generated by Classbench [40] framework and on five IPv4 FIB classifiers used in real systems. The action sets of rules in these classifiers were generated synthetically according to packet forwarding and QoS use cases. Methods constructing combined policies (Section 4.1.2) have been evaluated on synthetic sets of policies \( \mathcal{P} \). During the input generation we vary the following major characteristics of \( \mathcal{P} \) affecting optimization results: the number of policies, the number of class intersections and the average number of common classes in two policies. Algorithms constructing equivalent representations of range based classifiers (Section 4.1.1) have been evaluated on randomly generated classifiers where the number of fields in a filter and field bit-width varies. Methods maintaining distributed counter chunks (Section 4.2) have been evaluated in YAPS simulator [41] with implemented unreliable transport; traffic traces were obtained from the “data-mining” distribution of flow sizes [42, 43, 44].

4 Contents

This section provides an overview of the research projects that led to the results presented in Section 2 and describes how these results achieve the objectives stated in Section 1.2.

4.1 Packet classifier representations

As we mentioned before, a packet classifier is a core building block of packet processing programs. The main purpose of packet classification is to determine an action that should be applied on an incoming packet. Here, we propose different methods improving the efficiency of packet classifier representations.

An incoming packet is classified by a packet header \( H \) consisting of \( k \) fields \( \{h_1, \ldots, h_k\} \), where each \( h_i \) is an integer on \( w_i \) bits. A packet classifier \( K = \{R_1, \ldots, R_N\} \) is a sequence of rules, where each rule \( R_i = (F_i, A_i) \) consists of a filter \( F_i \) matching packet headers and the associated action \( A_i \). We consider two types of field representations in a classifier \( K \): (1) a range of values (see Figure 1b); and (2) a ternary bit string, where each bit can have one of the three values: zero, one, or don’t care denoted as * (see Figure 1c). In the first case, a filter \( F \) is a sequence of \( k \) ranges \( \{I_1, \ldots, I_k\} \); a header \( H \) is matched by \( F \) if \( h_i \) belongs to \( I_i \) for each \( 1 \leq i \leq k \). In the second case, a filter \( F \) is a ternary bit string of length \( l = \sum_{i=1}^{k} w_i \) obtained as the concatenation of the ternary bit strings representing corresponding fields; a header \( H \) is a binary string of length \( l \) obtained as the concatenation of the binary notations of \( H \) fields; \( F \) matches \( H \) if for each bit index \( 1 \leq i \leq l \) either \( H[i] = F[i] \) or \( F[i] = * \). A rule in \( K \) classifying \( H \) is a first rule in \( K \) matching \( H \). The classification process of \( H \) finds the action of a rule in \( K \) classifying \( H \). If there is no rule matching \( H \) in \( K \), the classification result is a default action. In the following we say that two filters \( F_1 \) and \( F_2 \) are disjoint if no single header matches both of them. Otherwise, \( F_1 \) and \( F_2 \) intersect. Two rules intersect (are disjoint) if their filters intersect (are disjoint).

Section 4.1.1 gives an overview of the approach published in the paper titled “How to deal with range-based packet classifiers” (see Appendix D and [33]) corresponding to the first result from Section 2. Section 4.1.2 describes the paper “New Alternatives to Optimize Policy Classifiers” (see Appendix A and [34, 35]), where the second result from Section 2 is presented. Section 4.1.3 presents approximate representations of packet classifiers proposed in the paper ”Approximate Classifiers with
Consider $\beta$ disjoint groups of $\mathcal{K}$ rules $G_1, G_2, \ldots, G_\beta$ such that rules in each group $G_i$ are pairwise disjoint on a subset of fields $F_i$. A SAX-PAC representation contains a separate lookup table for each such group $G_i$. Due to rule disjointness only a single rule in $G_i$ can match an incoming header $H$ even if only fields in $F_i$ participate in a lookup. Therefore, the lookup table representing $G_i$ contains only fields in $F_i$ (i.e., only ranges corresponding to fields in $F_i$ are encoded) and is followed by a false positive check validating remaining fields of a matched rule. Since not all rules can be covered by these $\beta$ groups, there is a portion of remaining rules $C$ from $\mathcal{K}$ not belonging to any group. We represent $C$ as a regular classifier (i.e., all ranges of rules in $C$ are encoded). The value of $\beta + 1$ corresponds to a number of “pseudo-parallel” lookups that can be issued at line-rate. The classification process in SAX-PAC is the following: (1) find a classifying rule in every group (lookup table) and perform a false-positive check for every matched rule (at most $\beta$ overall); (2) independently with (1) find a classifying rule in $C$; (3) from at most $\beta$ matched rules passing a false-positive check and a classifying rule in $C$ return the action of a rule that appears first in $\mathcal{K}$ or the default action if there is no rule matching a given header (see Figure 4b). In Figure 4, the number of ternary strings in the encoding of the SAX-PAC representation is 8 times smaller than the number of ternary strings in the $\mathcal{K}$ encoding if ranges are encoded by the prefix expansion [13].

Controlled Accuracy” (see Appendix B and [39]) corresponding to the third result from Section 2.

4.1.1 Representations of range based packet classifiers

To store a range-based classifier $\mathcal{K}$ in TCAM, $\mathcal{K}$ filters should be encoded by ternary bit strings. Recall that the number of ternary bit strings (and the number of bits in these strings) in the $\mathcal{K}$ encoding exponentially depends on the number of $\mathcal{K}$ fields. To reduce the number of encoded fields, SAX-PAC [20] propose equivalent classifier representations where only fields preserving rule-disjointness property participate in a classification lookup; the remaining fields of matched rules are verified after the lookup. In this project, we are going beyond [20] and propose range reduction (RR) methods allowing to implement rule-disjointness with a per-bit resolution that provides additional savings in the encoding size. Firstly, we describe SAX-PAC classifier representations, then we introduce a notion of a subrange that is a basic element of RR representations, and then we define RR representations.

SAX-PAC representations. Consider $\beta$ disjoint groups of $\mathcal{K}$ rules $G_1, G_2, \ldots, G_\beta$ such that rules in each group $G_i$ are pairwise disjoint on a subset of fields $F_i$. A SAX-PAC representation consists of two groups defined by $F_1 = \{I_1\}$ and $F_2 = \{I_2, I_3\}$, respectively; (c) RR representation of $\mathcal{K}$ consisting of two groups defined by $B_1 = \{\{1\}, 0, 0\}$ and $B_2 = \{0, \{1, 2\}, \{2\}\}$.

Figure 4: RR vs. SAX-PAC [20]: (a) a given classifier $\mathcal{K}$; (b) SAX-PAC representation of $\mathcal{K}$ consisting of two groups defined by $F_1 = \{I_1\}$ and $F_2 = \{I_2, I_3\}$, respectively; (c) RR representation of $\mathcal{K}$ consisting of two groups defined by $B_1 = \{\{1\}, 0, 0\}$ and $B_2 = \{0, \{1, 2\}, \{2\}\}$.
Subranges. Here, we introduce a notion of a subrange allowing to implement a rule-disjointness property of a given classifier with per-bit resolution avoiding an intermediate range expansion. Intuitively, taking values on a subset of bit indices of a given range leads to the consideration of a smaller set of values and potentially more efficient representations in ternary bit strings than the originally given range. But this is not enough, for correctness, we need that a value matched by the original range continues to be matched by the corresponding subrange on the representing subset of bit indices. The proposed below subranges are efficient and satisfy correctness property.

Consider a non-empty subset of bit indices \( B \subseteq \{1, 2, \ldots, w\} \) of a \( w\)-bit range \( I \). For a value \( x \), denote by \( x^B \) a value obtained from \( x \) by taking the values of bits at the positions in \( B \). A subrange \( I^B \) of a range \( I \) is a set of values on \( B \) bit indices obtained from the values in \( I \). For instance, if \( I \) is a 5-bit range \([23, 25]\) and \( B = \{1, 3, 5\} \), then \( I^B = \{4, 5, 7\} \); the following table consists of values in \( I \) and in \( I^B \).

| \( x \) | \( \ldots, 10111 \) | \( \ldots, 11000_2 \) | \( \ldots, 11001_2 \) |
|---|---|---|
| \( x^B \) | \( 7 \) | \( 4 \) | \( 5 \) |

This example shows that a subrange is not necessary a range. Note that, if \( I \) consists of one value \( x \) then \( I^B \) consist of one value \( x^B \). In the following we consider ranges containing at least two different values.

For a range \( I = [l, r] \), let \( \text{sim}(I) \) be a first index of a bit whose value differs in the binary representations of \( l \) and \( r \); for \( I = [23, 25] \), \( \text{sim}(I) = 2 \). We say that a \( w\)-bit range \( I = [l, r] \) is a left border range if \( I \mod 2^\text{w-sim}(I) = 0 \); and \( I \) is a right border range if \( (r + 1) \mod 2^\text{w-sim}(I) = 0 \). For instance, \( I = [24(11000_2), 29(11101_2)] \) is a left border range; and \( I = [18(10010_2), 23(10111_2)] \) is a right border range. A range \( I = [l, r] \) can be represented as a union of a right border range and a left border range. For instance, \([9, 14] \) is a union of a right border range \( I_1 = [9, 11] \) and a left border range \( I_2 = [12, 14] \). The following lemma and theorem show that each subrange also can be represented as a union of a right border range and a left border range.

**Lemma.** For a subset of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a \( w\)-bit range \( I = [l, r] \), if \( I \) is a left (right) border range, the corresponding subrange \( I^B \) is a \(|B|\)-bit left (right) border range.

**Theorem.** For a subset of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a \( w\)-bit range \( I \), the set \( I^B \) can be represented as a union of the \(|B|\)-bit left border range and \(|B|\)-bit right border range.

We propose an algorithm that for a range \( I \) and a set of bit indices \( B \) computes two border ranges forming \( I^B \) in time \( O(w) \) (see Algorithm 1 in Appendix D). The correctness of this algorithm is not obvious and is proved in Appendix D by Lemma 3.4 and Theorem 3.5. Note that we can operate on subranges as on regular ranges since the intersection of two subranges can be verified in a constant time.

The encoding of a \( w\)-bit regular range consists of \( 2 \cdot w - 2 \) ternary bit strings for the prefix expansion method [13] and \( 2 \cdot w - 4 \) for the SRGE method [15] in the worst case. The following theorem shows that, in the worst case, the number of ternary bit strings in the encoding of a \(|B|\) bit subrange is almost the same as in the encoding of a regular \(|B|\) bit range for both prefix expansion and SRGE.

**Theorem.** A subrange \( I^B \) can be encoded by at most \( 2 \cdot |B| - 2 \) ternary bit strings using prefix expansion or SRGE encoding.

**RR representations.** In RR we follow the same classification process as in SAX-PAC but now each group \( \mathcal{G}_i \) implements rule disjointness on a subset of subranges (at most one per field) defined by \( \mathcal{B}_i = \ldots \)
\{B_1, B_2, \ldots, B_k\}$, where $B_j$ is a subset of bit indices of $j$th field (see Figure 4c). Note that $B_j$ can be empty meaning that the corresponding field does not participate in the lookup table. The false-positive checks in RR representations is done on all filter fields. In Figure 4, the number of ternary entries in the encoding of the RR representation is 60 times smaller than the number of ternary strings in the $\mathcal{K}$ encoding if ranges are encoded by the prefix expansion.

**Problem** (RR construct, RR-C). *For a given range encoding method and a range-based classifier $\mathcal{K}$ find the RR representation $\mathcal{R}$ of $\mathcal{K}$ minimizing the encoding size of $\mathcal{R}$ in bits or in ternary bit strings.*

Even in the case of a $\beta = 1$, the RR-C problem is intractable that can be shown by the reduction from SetCover [45]. Since SAX-PAC representations are included in the set of RR-C solutions, the resulting encoding of any SAX-PAC representation is no smaller than the encoding of optimal RR representation. To solve the RR-C problem we propose the greedy heuristic that starts with the same assignment of $\mathcal{K}$ rules into multiple groups as in SAX-PAC, but now for every range-based field a subrange preserving rule-disjointness property is selected to minimize the total encoding size in bits or in ternary entries.

**Evaluations.** In the evaluation study we compare the total encoding size in bits and in ternary bit strings of constructed SAX-PAC representations and RR representations for synthetically generated classifiers. In our experiments we vary a number of fields in a classification rule and a range width in bits. The evaluations show that the difference between the encoding size of RR representation and the encoding size of SAX-PAC representation rapidly increases with growth of the number of fields in a rule and the range width. In particular, for a classifier on six 32-bit ranges, the total number of ternary strings in the encoding of the RR representation can be up to 137 times small than in the encoding of SAX-PAC representation. See Section 5 in Appendix D for more details.

### 4.1.2 Combined representations of multiple policies

As we mentioned before, classes allow object-oriented representations of packet classifiers (*policies*) that ease at least their declaration. Classes are reused by different policies that allow us to construct combined representations maintaining same class instances for different policies. Sharing class instances can substantially reduce the total size of policy representations. In this work we propose methods constructing combined representations of a given set of policies $\mathcal{P}$. These representations do not increase the number of classification lookups.

**Definition of policy-based representations.** Classes represent an intermediate level of abstraction: a class $c$ is a set of filters represented by ternary bit strings. A header $H$ matches a class $c$ if $H$ matches at least one filter in $c$. To define a policy $P$ one needs to specify a sequence $\mathcal{S}(P)$ of classes in $P$ and associate an action with each class in $\mathcal{S}(P)$. For an incoming header $H$, the action of a first matched class in $\mathcal{S}(P)$ is returned (or the policy default action if there are no such classes). The policy $P$ in $\mathcal{P}$ where the classification of $H$ should be performed is retrieved from internal switch data structures; in this case, we say that $H$ is coming in the context of the policy $P$. Our goal is to construct a combined policy $P_{\text{comb}}$ with minimum number of filters classifying each $H$ incoming in the context $P \in \mathcal{P}$ into the same action as $P$. In this project, we consider combined representations consisting of one combined policy and show
<table>
<thead>
<tr>
<th>Class</th>
<th>Filters</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>c_3</td>
<td>01**</td>
<td>A_1</td>
</tr>
<tr>
<td></td>
<td><em>1</em>0</td>
<td></td>
</tr>
<tr>
<td>c_2</td>
<td>**00</td>
<td>A_2</td>
</tr>
<tr>
<td>c_1</td>
<td>10**</td>
<td>A_3</td>
</tr>
<tr>
<td>c_4</td>
<td>00**</td>
<td>A_4</td>
</tr>
</tbody>
</table>

Figure 5: (a) a policy $P$ with $\mathbb{S}(P) = c_3, c_2, c_1, c_4$; (b) partial order $\prec$: $c_3 \prec c_1$, $c_3 \prec c_2$, $c_3 \prec c_4$, $c_2 \prec c_1$, $c_2 \prec c_4$. That representations with multiple combined polices do not provide additional savings in the number of filters.

Class disjointness. Two classes $c$ and $c'$ are disjoint ($c \perp c'$), if there are no headers matching both $c$ and $c'$, otherwise, they intersect. Due to class disjointness, a permutation of classes in $\mathbb{S}(P)$ can lead to an equivalent policy yielding the same action as $P$ on every header. For instance, in Figure 5a swap of $c_4$ and $c_1$ in $\mathbb{S}(P)$ lead to an equivalent policy. To define permutations of $\mathbb{S}(P)$ leading to policies that are equivalent to $P$, we introduce the following partial order $\prec_P$ of classes in $\mathbb{S}(P)$ (see Figure 5b). We say that $c_i \prec_P c_j$ if at least one of the following conditions is satisfied: (1) $c_i$ intersects with $c_j$ and $c_i$ appears before $c_j$ in $\mathbb{S}(P)$; (2) there is a class $c_k \in P$ such that $c_i \prec_P c_k$ and $c_k \prec_P c_j$ (transitivity). Consider a policy $P'$ obtained from $P$ by permutation of classes in $\mathbb{S}(P)$. If $\prec_P$ coincide with $\prec_P$ then $P$ and $P'$ are equivalent. The proposed below methods construct $P_{\text{comb}}$ by partial orders of policies in $\mathcal{P}$.

Ideal representations. Let $C$ be a set of all classes appearing in policies in $\mathcal{P}$. In the optimal case, the combined policy $P_{\text{comb}}$ contains only one instance of every class from $C$, we call such $P_{\text{comb}}$ as ideal. For a given $\mathcal{P}$, we identify conditions guaranteeing the existence of ideal representations and explain how to construct an ideal $P_{\text{comb}}$.

If any two different classes in $C$ do not match the same headers, we can construct an ideal policy $P_{\text{comb}}$ that contains all classes from $C$ in any order. A header $H$ can be looked up in $P_{\text{comb}}$ instead of a configured policy $P_i$, and if the first matched class $c$ belongs to $P_i$, the action of $c$ in $P_i$ is returned. Otherwise, the classification result is the default action in $P_i$. Note that, the pairwise disjointness of all classes in $C$ is not necessary for the existence of ideal $P_{\text{comb}}$. To deal with more general structural properties, we must guarantee that for a header $H$ incoming in the context of $P_i$, a first matched class $c \in P_{\text{comb}}$ belongs to $P_i$. To implement this requirement, we prepend each filter of a class $c$ in $P_{\text{comb}}$ with the ternary policy prefix $pp(c)$, and each header $H$ incoming in the context of $P_i$ with the binary header prefix $pp_i$ satisfying the following property: $pp(c)$ matches $pp_i$ if and only if $c \in P_i$. One of the possible variants of $pp(c)$ and $pp_i$ satisfying the defined above property can be the following: $pp(c)$ is a ternary bit string of length $|P|$ such that $pp(c)_i = *$ if $c \in P_i$ and $pp(c)_i = 0$ otherwise; $pp_i$ is a bit string $0 \ldots 010 \ldots 0$ of length $|P|$ that has a 1 only at position $i$ (see Figure 6a).

Now we define condition that still guarantee the existence of ideal representations and show how to build them. For this purpose, we introduce a notion of the joint graph $G^{\text{int}}$ for a set of policies $\mathcal{P}$ over classes $C$; this is a directed graph $G^{\text{int}}(\mathcal{P}) = (C, E^{\text{int}})$, where $E^{\text{int}}$ contains an edge from $c_i$ to $c_j$ for $c_i, c_j \in C$ if and only if $c_i \prec_P c_j$ for at least one policy $P \in \mathcal{P}$ (see Figure 6b).
Theorem. For a given set of policies $\mathcal{P}$, there exists an ideal $P_{comb}$ if the corresponding $G^{int}(\mathcal{P})$ is acyclic.

This theorem implies an algorithm constructing an ideal $P_{comb}$: we take a topological order of classes in $G^{int}$ and prepend each class by a policy prefix as described above.

Non-ideal representations. For the cases when $G^{int}$ is not acyclic we construct combined policy containing duplicated class instances. In the following we say that a sequence $\mathcal{S}$ defining the order of class instances in $P_{comb}$ is compatible with a policy $P_i \in \mathcal{P}$ if there exists a subsequence $\mathcal{S}'_i$ of $\mathcal{S}$ that consists of a single instance of every class in $P_i$ and for any two classes $c_j, c_t \in P_i$, if $c_j <_{P_i} c_t$ then $c_j$ appears before $c_t$ in $\mathcal{S}'_i$. A sequence $\mathcal{S}$ of the constructed $P_{comb}$ should be compatible with all policies in $\mathcal{P}$. Only instances of classes from $\mathcal{S}'_i$ participate in the classification by policy $P_i$, i.e., in the corresponding $P_{comb}$ only for them the $i$th bit of the policy prefix is set to $\ast$, while for all other instances the $i$th bit of the policy prefix is set to zero. Clearly, the number of filters in classes should be taken into account during class duplications. We denote by $W^+(\mathcal{S})$ the total number of filters in duplicated class instances in $\mathcal{S}$.

Problem (Policy Sequence Packing, PSP). Given a set of policies $\mathcal{P}$, find a sequence of classes $\mathcal{S}$ compatible with all policies in $\mathcal{P}$ that minimizes $W^+(\mathcal{S})$.

Theorem. Unless $P = NP$, there is no polynomial algorithm for the PSP problem with a constant approximation factor on $W^+(\mathcal{S})$.

We propose algorithms AllOrOne and CliqueShare solving PSP. These algorithms exploits solution of the Weighted Feedback Vertex Set (WFVS) problem [36], which is NP-complete. The feedback vertex set is a set of vertices in a vertex-weighted directed graph $G = (V, E)$ such that the removal of these vertices makes $G$ an acyclic; the WFVS problem asks to find a feedback vertex set of minimal total weight. For instance, the work [38] proposes an algorithm for WFVS with approximation factor $O(\log |V| \log \log |V|)$, but there are other alternatives [37]. We denote by $\alpha(G)$ the approximation factor of an algorithm for the WFVS problem on a graph $G$. Note that WFVS problem is not harder than PSP.

AllOrOne. Recall that, the main reason for class duplications are cycles in the joint graph. Firstly, AllOrOne constructs $G^{int}$; then finds a feedback vertex set $V_{wfvs}$ in $G^{int}$ with minimal total weight, where vertex weight equals the number of filters in the corresponding class; and then constructs $\mathcal{S}$ by $V_{wfvs}$. An induced subgraph on vertices that are not in $V_{wfvs}$ is acyclic, therefore, the corresponding classes appear only once in $\mathcal{S}$. For a class $c \in V_{wfvs}$, $\mathcal{S}$ contains a separate $c$ instance for each policy containing $c$. 

\[
S(P_1) = c_1^3 c_2^1 c_4^3 c_2^1
\]
\[
S(P_2) = c_1^3 c_2^1 c_4^3 c_2^1
\]

Figure 6: (a) $\mathcal{P} = \{P_1, P_2\}$, ideal $P_{comb}$ and policy prefixes; (b) $G^{int}(\mathcal{P})$. 

\[
\begin{align*}
S(P_1) = & c_1^3 c_2^1 c_4^3 \\
S(P_2) = & c_1^3 c_2^1 c_4^3
\end{align*}
\]
The AllOrOne algorithm correctly solves the PSP problem and its approximation fact is at most $\alpha(G_{\text{int}}) \cdot (|\mathcal{P}| - 1)$ (see Theorem 9 and Theorem 10 in Appendix A, journal version).

**Theorem.** The approximation factor of the AllOrOne algorithm is at least $|\mathcal{P}| - 1$.

**CliqueShare.** The efficiency of an algorithm based on WFVS heavily depends on the information about $\mathcal{S}$ provided by FVS. In the AllOrOne algorithm this information is very limited: FVS only provides the set of classes appearing in $\mathcal{S}$ more than once. To overcome this limitation, we propose another algorithm CliqueShare: for each class $c$, FVS in CliqueShare provides the pairs of policies containing $c$ that do not share the instance of $c$ in $\mathcal{S}$. In the CliqueShare algorithm we construct another graph $G_{\text{pair}}$ allowing to operate with a finer resolution. For each class $c$ and each pair $A$ of policies containing $c$, $G_{\text{pair}}$ contains a vertex $c^A$. For each $P_i$ and any two classes $c_1 <_p c_2$, $G_{\text{pair}}$ has an edge $(c_1^A, c_2^A)$ for all pairs $A, A'$ containing $P_i$. At the beginning, CliqueShare finds a feedback vertex set $V_{\text{wfvs}}$ in $G_{\text{pair}}$ with minimal total weight. If $c^A$ is in $V_{\text{wfvs}}$ then the resulting $\mathcal{S}$ contains different instances of $c$ for the policies $P_i, P_j \in A$. A set of policies can share the same instance of a class $c$ if for any two policies from this set, the corresponding vertex for a class $c$ in $G_{\text{pair}}$ is not in $V_{\text{wfvs}}$, we call such sets as admissible subsets. For each class $c$, CliqueShare finds a partition of the set of policies containing $c$ into minimal number of admissible subsets.

**Theorem.** CliqueShare correctly solves the PSP problem.

**Theorem.** CliqueShare has an approximation factor of at most $\alpha(G_{\text{pair}})\left\lfloor \frac{|\mathcal{P}|^2}{4} \right\rfloor$.

**Theorem.** The approximation factor of CliqueShare is at least $\left\lfloor \frac{|\mathcal{P}|^2}{4} \right\rfloor$.

The approximation factor of CliqueShare is quadratic on $|\mathcal{P}|$ and worse than for AllOrOne for all $|\mathcal{P}| > 3$. But on practice, CliqueShare significantly outperforms AllOrOne since it operates with a better resolution.

**Local optimizations.** Both AllOrOne and CliqueShare algorithms can be further improved by two additional optimizations. These algorithms construct an auxiliary acyclic graph $G^*$, whose topological order of vertices forms the resulting $\mathcal{S}$. The first optimization GreedyGluing iteratively shrinks pairs of vertices in $G^*$ corresponding to the same class while $G^*$ remains acyclic. At every iteration, GreedyGluing peeks vertices with the maximum weight. The time complexity of GreedyGluing is $O(n^3)$, where $n$ is the number of vertices in $G^*$.

The second optimization comes from the fact that the proposed algorithms do not usually guarantee that $\mathcal{S}$ will be a local minimum solution, i.e., it might happen that one can remove some class instances from the resulting $\mathcal{S}$ and still get a valid sequence for $P_{\text{comb}}$. We propose a LocalDescent post optimization that is defined in the following way: given $\mathcal{S}$, try to remove class instances in $\mathcal{S}$ one by one, while $\mathcal{S}$ is a valid solution.

**Dynamic updates.** Although economic models rarely change, support of dynamic updates in represented policies can be important in some deployment scenarios. We support two basic operations on policies in $\mathcal{P}$: (1) delete$(P, c)$, remove a class $c$ from a policy $P$; (2) insert$(P, c, c_{\text{succe}})$, add a class $c$
to a policy \( P \) such that \( c \) appears in \( S(P) \) just before \( c_{\text{succ}} \). After each operation \( P_{\text{comb}} \) should be updated properly. To support fast and efficient dynamic updates we propose method modifying \( P_{\text{comb}} \) after each operation in time \( O(|S| + \sum_{P \in \mathcal{P}} (|P| + D(P))) \), where \( |S| \) is a number of class instances in \( S \), \( |P| \) is a number of classes in \( P \) and \( D(P) \) is the number of intersecting class pairs in \( P \) (see Section 6 in Appendix A, journal version).

**Combined representations consisting of multiple \( P_{\text{comb}} \).** Here, we consider representations consisting of multiple \( P_{\text{comb}} \). In this case, due to the single lookup constraint, every input policy corresponds to only one combined policy in the resulting representation. Hence, the representations consisting of multiple \( P_{\text{comb}} \) do not allow to reduce the number of maintained filters compared to representations consisting of a single \( P_{\text{comb}} \). In particular, usage of multiple combined policies does not allow to construct an ideal representation maintaining only one instance of every class if there is no ideal \( P_{\text{comb}} \) representing the given set of policies.

**Theorem.** For a given set of policies, if there exists an ideal representation consisting of multiple combined policies, then there is an ideal representation consisting of a single \( P_{\text{comb}} \).

However, the usage of multiple combined policies allows to reduce lengths of extra prefixes in constructed combined policies. In the general case, the number of policies corresponding to the same combined policy in the constructed representation addresses a tradeoff between the maximum length of an extra prefix and the maximum possible reduction of filters in duplicated class instances. Theorem 6 in [35] defines a method allowing to construct an ideal representation with multiple \( P_{\text{comb}} \)s minimizing the number of policies in \( \mathcal{P} \) represented by the same \( P_{\text{comb}} \).

**Evaluation.** In the evaluation study, we compare total number of filters in all policies in \( \mathcal{P} \) with the number of filters in the corresponding combined representations constructed by CliqueShare, AllOrOne, the algorithm WSCS that constructs the shortest weighted common supersequence [46] of all class sequences defining policies in \( \mathcal{P} \), and the algorithm MajorityMerge proposed in [46] with (3, 1)-lookahead extensions [47, 48]. For each considered algorithm we also evaluate its version extended by additional optimizations. In particular, we extend all algorithms by LocalDescent, and additionally extend graph-based algorithms AllOrOne and CliqueShare by GreedyGluing.

We generate inputs with different values of the following main characteristics: (1) number of intersecting classes, (2) number of policies that contain a class, (3) total number of policies. The evaluation study confirms the usefulness of class-based abstractions in the optimization of policy classifiers both based on sequences and partial orders of classes, but the latter performs much better. The algorithm CliqueShare with LocalDescent and GreedyGluing optimizations significantly outperforms all other evaluated algorithms. Moreover, CliqueShare without local optimizations outperforms WSCS and MajorityMerge even if they followed by LocalDescent optimization, and constructs class sequences with almost the same value of \( W^+(S) \) as AllOrOne with LocalDescent and GreedyGluing. See Section 7 in Appendix A (journal version) for more details.
Motivating examples. We begin with two motivating examples that introduce the idea of approximated representations. First, consider a common situation when the rules of a classifier map headers to a quantitative characteristic, e.g., desired latency, which is further aggregated into service classes which the packets are classified into. E.g., on Figure 7a values 1-3 are mapped to the Gold class; 4-6, to Silver. The classifier in Figure 7a is irreducible, i.e., no smaller classifier maps exactly the same headers to the same classes. However, let us consider “borderline” rules between service classes. Suppose that we can allow packets falling under $R_5$, which currently maps to Silver but has value 4, very close to the lower bound of the Gold class, to be associated with either Gold or Silver classes. In this case we can perform further optimizations, associating $R_4$ with Gold or Silver to better reduce the classifier; Figure 7b shows how $R_4$ can be merged with $R_2$ into $R_{24}$ that maps to Gold. We can take the approximation one step forward. Since $R_3$ has value 3, which is very close to the upper bound of the Silver class, we can allow $R_3$ to associate with Silver (Figure 7c), and classifier optimization can now exploit this additional flexibility, merging $R_3$ with $R_5$ to get $R_{53}$. Note that even in this specific example, not only borderline rules between different classes may be extended with additional actions. Although $R_6$ maps to 6, very far from the lower bound of the Gold class, it might still be allowed to extend $R_6$ with the Gold option due to some additional considerations (for instance, if we know a priori that required bandwidth for the traffic classified by $R_6$ is relatively small compared to the total volume of Gold traffic).

The second motivating example is of a different nature, showing that approximate classifier representations are a much more general tool. The scalability problem of forwarding tables (FIBs) is a largely
unsolved problem to date [49]. One can run a third-party process that estimates the “quality” of different paths for the header space covered by a given traffic matrix. It turns out that by exploiting approximate representations and extending the actions of already computed FIBs with acceptable alternatives (based on the “quality” of estimated paths), we can often reduce the classifier size (see Figure 2 in Appendix B).

**Generalized optimization operators.** Optimization methods minimizing the size of classifiers [28, 29, 30] usually can be reduced to methods minimizing the size of Boolean expressions. Existing heuristics include a set of basic operators applied to a classifier while possible. They consist of two major blocks: basic operators and an optimization process that constructs a sequence of applied operations reducing the classifier. Usually, three basic operators are considered in the scope of packet classifiers [50] since they have the right balance between operational complexity and applicability. These basic operators decide when a rule can be removed or replaced by another rule. We generalize them for the approximate case. In the following we say that a rule \( R_i \) covers \( R_j \) if all headers matching \( R_j \) also match \( R_i \).

**Forward Subsumption** \( F(R_i) \). This operator removes all unreachable rules and does not depend on the structure of action sets. Formally, a rule \( R_i \in \mathcal{K} \) can be removed if there exists a rule that covers \( R_i \) and appears in \( \mathcal{K} \) before \( R_i \). Since forward subsumptions do not depend on actions, the resulting classifier is approximately equivalent to the original one. In Figure 8a, \( R_3 \) is removed since \( R_1 \) covers it.

**Backward Subsumption** \( B(R_i) \). Sometimes a rule can still be removed if it is covered by a rule appearing after \( R_i \) in \( \mathcal{K} \). Formally, \( R_i \in \mathcal{K} \) can be removed if the following conditions hold: (1) there is a rule \( R_j \) such that \( R_j \) covers \( R_i \), \( R_j \) appears in \( \mathcal{K} \) after \( R_i \), and \( \mathcal{A}_j \cap \mathcal{A}_i \neq \emptyset \); (2) \( \mathcal{A}_j \cap \mathcal{A}_i \neq \emptyset \) for every rule \( R_i \in \mathcal{K} \) that intersects with \( R_j \) and is located in \( \mathcal{K} \) between \( R_i \) and \( R_j \); after applying backward subsumption, we set \( \mathcal{A}_i \leftarrow \mathcal{A}_i \cap \mathcal{A}_j \). If several \( R_j \) satisfies the first condition, we choose \( R_j \) appearing in \( \mathcal{K} \) first. In Figure 8b, \( R_1 \) can be removed by backward subsumption since \( R_1 \) is covered by \( R_4 \), even though \( R_1 \) intersects with \( R_3 \) since \( R_1 \) and \( R_3 \) have intersecting action sets; after applying this backward subsumption action sets \( \mathcal{A}_3 \) and \( \mathcal{A}_4 \) are properly modified.

**Resolution** \( \mathcal{R}(R_i, R_j) \). This operator comes from propositional proof theory: in propositional logic, an expression \((\langle x \land C \rangle) \lor (\langle x \land C \rangle)\) is equivalent to \( C \). Two rules \( R_i, R_j \) \((i < j)\) can be combined and replaced by a new rule \( R_{i,j} \) (in place of \( R_i \)) if: (1) filters \( F_i \) and \( F_j \) coincide in all bit indices except \( k \), and the \( k \)-th bit is not \( * \) in \( F_i \) or \( F_j \) (2) the set \( \mathcal{A}_i' = \mathcal{A}_i \cap \mathcal{A}_j \cap \bigcap_{t;i < t < j} \mathcal{A}_t \) intersects with \( R_i \mathcal{A}_i \) (intersection of action sets over all intersecting rules) is nonempty; after applying resolution we assign \( \mathcal{A}_i' \) to \( R_{i,j} \). In
Figure 8b, filters of $R_1$ and $R_4$ differ only in the last bit; we can apply resolution on $R_1$ and $R_4$ since $A_1 \cap A_3 \cap A_4 \neq \emptyset$

In general, we can choose a single action for every rule in an approximate classifier, and each such combination will be an exact classifier. In this way we could exploit basic operators minimizing exact classifiers. The problem is not only the exponential number of different exact classifiers but also that generalized versions of the basic operators extend their applicability. We show the following two approximate classifiers, where generalized operators can achieve better results than even brute-force search over all exact classifiers:

<table>
<thead>
<tr>
<th>Rule</th>
<th>Filter</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>010*</td>
<td>${A_1, A_2}$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0**0</td>
<td>${A_1}$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>*<em>0</em></td>
<td>${A_2}$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>01**</td>
<td>${A_1, A_2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rule</th>
<th>Filter</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>00*1</td>
<td>${A_1}$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>11*0</td>
<td>${A_2}$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>*<em>0</em></td>
<td>${A_1, A_2}$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>10*0</td>
<td>${A_2}$</td>
</tr>
<tr>
<td>$R_5$</td>
<td>01*1</td>
<td>${A_1}$</td>
</tr>
</tbody>
</table>

In the first classifier, $R_1$ can be removed by a backward subsumption: $R_4$ covers $R_1$, and all necessary conditions hold. On the other hand, in neither of the four possible exact specializations of a first classifier we can reduce $R_1$ or any other rule. In the second classifier two resolutions $R(R_1, R_5)$ and $R(R_2, R_4)$ can be applied, but in any exact specialization only one of them remains.

**Properties of operation sequences.** An optimization process consists of a set of introduced above basic operators and a heuristic that chooses an operation sequence consisting of applied operations. We study properties of operation sequences. By definition, each applied operation removes exactly one rule, so after applying the operation sequence $S$ on a classifier $K$, the optimized classifier has $|K| - |S|$ rules. Therefore, considered heuristics maximizes a length of $S$. A combinatorial search of longest operation sequences is a hard problem even in the case of exact classifier. We show that this problem becomes even more complex in the case of approximate classifiers.

Firstly, we consider a set of operations $O$ applicable to the initial classifier that does not contain conflicting operations using the same rule. The longest operation sequence containing only operations in $O$ provide us a lower bound on the length of the optimal operation sequence. Operations in $O$ implicitly depend on each other; for example, a resolution operation can create a new possible rule that will intersect with another rule in a backward subsumption. The following theorem shows that in the case of exact classifier, we can apply all operations in $O$ regardless of these implicit dependencies. Despite the popularity of Boolean minimization, to the best of our knowledge we know of no prior work where this result was proven.

**Theorem.** In the case of exact classifiers, there is an operation sequence containing all operations in $O$.

**Corollary.** The length of an optimal operation sequence in the case of exact classifiers is at least the size of biggest $O$; moreover, this lower bound can be computed in time $O(N^2 \cdot l + C_{\mathcal{R}}^{1,5})$, where $C_{\mathcal{R}}$ is the number of resolutions applicable in the original classifier.

In the approximate case, $O$ can increase compared to the exact case since generalized operations are applicable more often. But unlike the exact case, an operation sequence of length $|O|$ is not guaranteed to exist. Consider the following approximate classifier:
<table>
<thead>
<tr>
<th>Rule</th>
<th>Filter</th>
<th>$\mathcal{A}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>011*</td>
<td>${A_1}$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>11*1</td>
<td>${A_1, A_2}$</td>
</tr>
<tr>
<td>$R_3$</td>
<td><em>11</em></td>
<td>${A_1, A_2}$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>01*1</td>
<td>${A_2}$</td>
</tr>
</tbody>
</table>

In this classifier we can apply resolution $\mathcal{R}(R_2, R_4)$ or backward subsumption $\mathcal{B}(R_1)$, but we cannot apply both. In general, the complexity of constructing the longest operation sequence on $O$ arises from backward subsumptions.

**Theorem.** In the approximate case, there is an operational sequence containing all forward subsumptions and resolutions from $O$.

If $O$ has backward subsumptions then finding the longest sequence of operations from $O$ turns into an intractable problem.

**Theorem.** In the approximate case, finding a longest sequence of applicable backward subsumptions from $O$ is NP-complete problem, and it is not approximable up to a constant factor in polynomial time.

Now we consider general operation sequences containing operations that are non necessary in $O$. Any operation sequence (including longest) can be modified according to the following lemma.

**Lemma.** For an operation sequence $S$, there exists another operation sequence $S'$ that satisfies the following: (1) $S'$ consist of the same operations, but a backward subsumption $\mathcal{B}(R)$ can be changed to a forward subsumption $\mathcal{F}(R)$; (2) resolutions and forward subsumptions are applied before backward subsumptions; (3) for each pair of backward subsumptions $\mathcal{B}(R_i), \mathcal{B}(R_j)$ ($i < j$), $\mathcal{B}(R_j)$ is applied before $\mathcal{B}(R_i)$; (4) for each rule $R_i$, its final action set $\mathcal{A}_i$ obtained after applying $S$ is a subset of the action set $\mathcal{A}_i'$ obtained after applying $S'$.

This lemma can be used for the development of heuristics finding longest operation sequences. Also, after the proposed transformation of the operation sequence $S$ additional operations may be applied even if $S$ before the transformation can not be extended by any other operation. Hence, this transformation can be also used as a post optimization (see Example 6 in Appendix B).

**Evaluation.** We evaluate the heuristic aBM applying introduced above minimization operators. Firstly, aBM applies forward subsumptions and resolutions while possible, then backward subsumptions. The aBM algorithm has been evaluated on on five IPv4 FIB classifiers used in real systems and the classifiers generated by Classbench [40] framework. The action sets of rules in the considered classifiers were generated synthetically according to packet forwarding and QoS use cases. Generally, evaluations fully support our basic idea and theoretical results: allowing for a small error in the actions of a classifier can lead to significant space reductions, often comparable to the reduction in the best case when all rules have the same action. See Section 7 in Appendix B for more details.

### 4.2 Robust Distributed Monitoring of Traffic Flows

In this section we describe an approach proposed in the paper "Robust Distributed Monitoring of Traffic Flows" (see Appendix C and [51]). To reduce memory requirements in a single network element, this paper proposes methods supporting distributed flow packet counters.
Flow $f$ enters the network in source switch $S$ and exits in destination switch $D$. At switch $S$, the flow consists of $|f|$ packets $p_0, p_1, \ldots, p_{|f|-2}, p_{|f|-1}$. The corresponding packet counter $c$ calculates $|f|$. In the proposed distributed approach, $c$ is divided into two chunks $c_1$ and $c_2$ maintained by $S$ and $D$, respectively; $c_1$ consists of $n$ bits. Network noise might drop or reorder $f$ packets before they arrive to $D$. In the following we propose methods that support $c_1$ and $c_2$ in consistent states under network noise. After the termination of $f$, the proposed algorithms recover $|f|$ by $c_1$ and $c_2$; while $f$ is in a progress, $c_2$ allows to obtain a real-time lower bound on the number of packets in $f$ that source $S$ has already send. Communication between counter chunks is in-band via packets of the monitored unidirectional flow. Source $S$ piggybacks at most $t$ control bits on each packet.

**Partial network noise.** Firstly we consider two extreme cases of network noise: (1) packet reordering without loss and; (2) packet loss without reordering. In the first case, the following simple solution robustly computes $|f|$: the source switch counts packets in $f$ and, only when local counter chunk $c_1$ overflows, marks a control bit in the sent packet; the destination switch increments its counter chunk $c_2$ only upon receiving a packet with the marked control bit. This solution is fully resilient to packet reordering and greatly vulnerable to packet loss: it might massively underestimate $|f|$ upon losing a packet with the marked control bit. In the case of packet loss without reordering, the source switch can set a control bit in each sent packet to the most significant bit of local counter chunk $c_1$ and then increment $c_1$. The destination switch increments its counter chunk $c_2$ only upon receiving a packet where the control bit is set differently than in the previously received packet. This solution is resilient to loss of up to $2^{n-1} - 1$ consecutive packets, but is highly vulnerable to packet reordering, e.g., when packets $2^{n-1} - 1$ and $2^n-1$ of the flow arrive to $D$ in reverse order, $D$ incorrectly increments its counter chunk $c_2$ thrice instead of once: upon receiving packets $2^{n-1}$, $2^{n-1} - 1$, and $2^{n-1} + 1$.

**General network noise.** In Appendix C we have proposed Algorithm 1 supporting robust computation when network noise comprises both reordering and loss of packets. This algorithm employs *sync bits*, a common $t$-bit portion of counter chunks in $S$ and $D$, to synchronize the two counter chunks. The sync bits correspond to the $t$ most significant bits in $c_1$ and $t$ least significant bits in $c_2$, which means that they make up the middle bits in the resulting merged two-chunk counter $c$. When switch $S$ receives packet $p$, the switch writes the sync bits from $c_1$ into header $h[p]$ of packet $p$ and increments its $n$-bit counter chunk $c_1$. When packet $p$ arrives to $D$, the destination switch computes the difference between $h[p]$ and the $t$ sync bits in counter chunk $c_2$ by modulo $2^t$. If this difference is between $1$ and $2^{t-1}$, switch $D$ adds it to $c_2$. To recover $|f|$ after termination of $f$, Algorithm 1 sets the $n$ most significant bits of the resulting counter $c$ to $c_2$, and then adds to $c$ the difference between $c_1$ and the $n$ least significant bits of $c$ calculated by modulo $2^n$.

Resilience of any distributed solution is subject to fundamental feasibility limits, e.g., no such solution is able to handle loss of all packets. We employ two parameters to constrain packet reordering and packet loss: *reordering parameter* $R$ captures the maximal distance of packet reordering, i.e., the destination switch can receive packet $p_j$ before packet $p_i$ only if $j \leq i + R$, and *loss parameter* $L$ is the limit on consecutive packet losses, i.e., the destination switch receives at least one packet from any interval $p_i, \ldots, p_{i+L}$. The following theorem states the tolerance of Algorithm 1 to the network noise.
Theorem. Algorithm 1 computes \(|f|\) correctly if: \(L + R < 2^{n-1}\) packets and \(R \leq 2^{n-1} - 2^{n-t}\) packets.

Parameter \(t\) controls a trade-off between the reordering resilience and per-packet communication overhead. Setting \(t\) to \(n\) provides the largest reordering resilience, which is only 14% larger than with \(t = 4\) bits. Setting \(t\) to 1 bit reduces Algorithm 1 to the solution proposed for the network noise without packet reordering. Hence, we recommend setting \(t\) to 2, 3 or 4 bits in practice. Algorithm 1 is highly resilient to network noise in practical settings. For example, by allocating only \(n = 8\) bits for the counter chunk in switch \(S\) and using \(t = 2\) of them as sync bits, Algorithm 1 guarantees its correct computation of \(|f|\) under any reordering \(R < 64\) packets and \(L + R < 128\) packets, which constitute significant levels of network noise. Moreover, doubling the value of \(t\) from 2 to 4 bits raises the value of \(R\) to 112 packets.

Impact of noise representation. Here we propose an alternative representation that bounds not only stretch but also frequency of network noise: we partition the flow at switch \(S\) into groups of \(2^k\) consecutive packets and introduce \(\text{span}(\gamma, k)\) as a packet sequence where each packet is followed by a packet from the same group or \(\gamma\) subsequent groups (\(\gamma > 0\)). Formally, \(\text{span}(\gamma, k)\) is defined as a sequence of packets \(p_{z_i}\) from flow \(f\) with the following properties: (1) indices \(z_i\) form an increasing sequence; (2) switch \(D\) receives all packets \(p_{z_i}\); (3) \(D\) receives \(p_{z_i}\) before \(p_{z_j}\) if \(i < j\); (4) \(\left[\frac{z_{j+1}}{2^k}\right] - \left[\frac{z_i}{2^k}\right] \leq \gamma\) for every \(i, i.e., p_{z_{i+1}}\) is at most \(\gamma\) groups of \(2^k\) packets away from \(p_{z_i}\) at switch \(S\); (5) \(\left[\frac{f}{2^k}\right] \leq \gamma\) and \(\left[\frac{|f|-1}{2^k}\right] - \left[\frac{f}{2^k}\right] \leq \gamma\), which represent boundary conditions for the first and the last packets in the span. If \(\text{span}(\gamma, k)\) exists, condition 4 ensures that packet reordering and loss cannot affect all \(\gamma \cdot 2^k\) packets from \(\gamma\) consecutive groups. With this representation of network noise, the maximum extent of packet reordering is still \(R\), and \(\text{span}(\gamma, k)\) bounds packet loss so that to imply \(L \leq (2^\gamma + 1) \cdot 2^k - 1\).

This network noise representation enables Algorithm 2 (see Appendix C), that operates correctly under more relaxed conditions compared to Algorithm 1. Algorithm 2 sets \(k\) to \(n - t\) and differs from Algorithm 2 only in the procedure updating \(c_2\); now switch \(D\) updates \(c_2\) only when the difference between \(h[p]\) and the \(t\) sync bits in counter chunk \(c_2\) does not exceed \(\gamma\) by modulo \(2^t\).

Theorem. Algorithm 2 computes \(|f|\) correctly if:

\[
R \leq 2^n - (\gamma + 1) \cdot 2^{n-t} \text{ packets and } \exists \text{span}(\gamma, n - t). \tag{1}
\]

This theorem exposes a variety of trade-offs. As with our original representation of network noise, a larger \(t\) value increases not only the maximum extent of reordering resilience but also the overlap between \(c_1\) and \(c_2\). Moreover Algorithm 2 accommodates more relaxed traffic patterns under the same reordering constraint for a larger value of \(t\).

An increase in \(\gamma\) tightens the maximum extent of packet reordering and relaxes the existence conditions for \(\text{span}(\gamma, k)\). Hence, parameter \(\gamma\) implements a trade-off between the constraints on packet reordering and loss. Setting \(\gamma\) to 1 leads to maximal reordering \(R = 2^n - 2^{n-t+1}\) packets. With \(\gamma = 2^{t-1}\), Algorithm 1 is identical to Algorithm 2, and the following theorem shows that our first representation of network noise is a special case of the second one.

Theorem. When \(\gamma = 2^{t-1}\), conditions 1 imply conditions 2.

Settings with \(\gamma \geq 2^{t-1}\) are useful when loss is more frequent than reordering. When \(\text{span}(\gamma, n - t)\)
does not exist, Algorithm 2 underestimates $|f|$, and we derive a bound on this underestimation:

**Theorem.** When there is no span$(\gamma, n - t)$, and the total of $X$ packets are lost, Algorithm 2 computes $|f|$ with an underestimation of at most $\frac{2^t X}{2} \cdot \frac{1}{2}$ packets if:

$$R \leq 2^n - (\gamma + 1) \cdot 2^{n - t} \text{ packets and } \gamma \geq 2^{t - 1} \text{ groups.}$$  \hfill (2)

When the constraint on $R$ is satisfied, and there is no span$(\gamma, n - t)$, Algorithm 2 with $t = 2$ sync bits and $\gamma = 2$ groups underestimates the flow size by at most $4X$ packets. With 3 sync bits and $\gamma = 6$ groups, the underestimation is at most by $1.6X$. When $\gamma = 2^t - 1$ groups, Algorithm 2 does not tolerate any reordering and increases its loss resilience to $L < 2^n - 2^{n - t}$ packets. When loss is unbounded, and there is no reordering, Algorithm 2 with such values of $\gamma$ underestimates the flow size by at most $\frac{X}{1 - 2^t}$ packets.

From the practical perspective, conditions 2 make Algorithm 2 more robust to reordering and loss than Algorithm 1. For example, when the source chunk contains 8 bits and $\gamma = 1$ group, the settings with 2 and 3 sync bits support $R \leq 128$ packets and $R \leq 224$ packets if $D$’s packet sequence contains span$(1, 64)$ and span$(1, 32)$, respectively. For $n = 8$ bits, $t = 3$ bits, and $\gamma = 6$ groups, Algorithm 2 computes the flow size correctly when there exists span$(1, 192)$ and $R \leq 32$ packets.

**Evaluation.** Evaluations follow the same approach as those for VL2 [42], pFabric [43], and pHost [44]. Specifically, we perform simulations on realistic traffic traces generated from the data-mining distribution of flow sizes [42], where the number of flows is $10^6$, and the maximum number of packets in a flow equals $\frac{2}{3} \cdot 10^6$ packets, which requires a 20-bit counter. In the evaluated scenarios, a 7-bit (or sometimes even a 6-bit) per-flow source-counter chunk is sufficient to maintain distributed packet counter correctly for each flow. Moreover, even in the case of 5-bit source-counter chunks, Algorithm 2 and Algorithm 1 correctly compute the number of packets in 99.3% and 95.8% of the flows that contain at least $2^5$ packets. Besides, when Algorithm 2 computes $|f|$ imprecisely, the computed value almost always lies in interval $[|f| - X, 1.02 \cdot |f|]$, where $X$ is a number of lost packets. See Section 7 in Appendix C for more details.

## 5 Conclusion

This dissertation explores fundamental problems in the design of network elements, following the specific goals and objectives introduced in Section 1.2. We have made important contributions in efficient representations of packet processing programs and robust distributed traffic monitoring.

First, to minimize the encoding size of range-based classifier representations, we introduced a notion of subranges allowing to operate on ranges with per-bit resolution and overcome constraints of representations constructed with per-field resolution. A subrange is a basic element of the proposed equivalent RR representations preserving rule disjointness on a subset of bits. We have shown that RR representations provide substantial saving in required TCAM memory.

Second, we have proposed novel combined representations for multiple classifiers sharing the same classification patterns. We have studied the case when each classification pattern can be stored only once regardless of the number of classifiers containing it. In the general case we have proposed algorithms
minimizing the number of duplicated filters in the constructed combined representations. The effectiveness of these algorithms has analytical guarantees and is supported by the evaluation study.

Third, we have generalized the classical packet classification problem, introducing a new abstraction of approximate classifiers, where users control the accuracy by labeling in advance which filters can be assigned to which actions. We have designed optimization methods exploiting this additional flexibility in actions to optimize the classifier size even more. The approximate classifiers exploit an interesting and unexplored tradeoff between required resources and accuracy of results.

Fourth, to reduce the memory requirements in a single switch we propose a distributed approach improving scalability of per-flow traffic monitoring by exploiting resources of the whole network. Instead of giving up the monitoring accuracy, the approach enabled scalable exact reconstruction of packet flow counters by involving network elements having spare resources. To make distributed execution of a stateful monitoring task robust against network noise, we adhered to the open-loop paradigm that introduced no extra packets and communicated flow state in-band by piggybacking few control bits on packets of the monitored flows. We develop algorithms for exact robust distributed computation of the number of packets in a flow with analytically established conditions guaranteeing their correctness. This approach can be further extended to maintain real-time values of telemetry functions (e.g., packet loss).

In this thesis we develop methods improving the efficiency of packet processing programs and reducing memory requirements in a single switch. Our results can significantly improve computational capabilities of the entire network and each involved element. More advanced services and network-wide behaviors require implementation of more expressive and efficient packet processing engines. This dissertation shows the feasibility of such implementations even on existing network infrastructure.
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New Alternatives to Optimize Policy Classifiers
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Abstract—Growing expressiveness of services increases the size of a manageable state at the network data plane. A service policy is an ordered set of classification patterns (classes) with actions; the same class can appear in multiple policies. Previous studies mostly concentrated on efficient representations of a single policy instance. In this work, we study space efficiency of multiple policies, cutting down a classifier size by sharing instances of classes between policies that contain them. In this paper we identify conditions for such sharing, propose efficient algorithms and analyze them analytically. The proposed representations can be deployed transparently on existing packet processing engines. Our results are supported by extensive evaluations.

I. INTRODUCTION

Transport networks satisfy requests to forward data in a given topology. To guarantee desired data properties during forwarding, network operators impose economic models implementing various policies such as security or quality-of-service. As network infrastructure becomes more intelligent, the complexity of these policies is constantly growing.

Unfortunately, increasing manageable state on the data plane has its limitations. Traditionally, service policies are represented by packet classifiers whose implementations are usually expensive (e.g., ternary content-addressable memories, or TCAMs). Most existing works optimize each policy instance separately (see Section VIII). In this work, we exploit other alternatives to achieve additional efficiency of policy state represented on the data plane. Our ideas hinge on the fact that similar “classification patterns” (classes) are reused in different policies, where each class consists of ternary-bit filters determining a set of matched packet headers. Various vendors already support the notion of classes in policy declarations [2], [3] allowing to abstract and manage classification patterns more efficiently. For instance, Cisco IOS supports up to 256 different QoS policies and up to 4096 classes per box [4]. In real deployments, the number of classes per policy ranges from tens to hundreds depending on the application model [4]. The size of a class depends on the complexity of represented pattern.

Traditionally, a separate class instance is allocated for each policy instance that contains it (see policies $P_1$, $P_2$, and $P_3$ in Fig. 1a). Each allocated class instance has an attached action specified by the corresponding policy (in Fig. 1a, an action $A_{i,j}$ is attached to the instance of $c_i$ in the policy $P_j$). Since classes are used in different policies, it allows us to look at combined service policy representations, where ideally each class appears only once, providing substantial savings in representations of underlying classifiers in expensive memory such as TCAM. Usually, the complexity of structural properties of classifiers can be alleviated with additional classification lookups, but this is a shareable resource for the overall processing. The number of classification lookups per packet is one of the major constraints limiting line-rate characteristics. For instance, Cisco C12000 [5] supports at most six TCAM lookups per packet at line-rate for all services. As a result, in this work we prefer to consider combined policy representations that do not increase the number of classification lookups. Informally, proposed combined policy representations “emulate” the behaviours of represented policies.

Figure 1 illustrates major differences between the traditional attachment model, where a class instance is allocated per policy containing it, and the proposed combined representation $P_{\text{comb}}$. Note that $P_{\text{comb}}$ stores a single instance of classes $c_1$, $c_2$, $c_3$. Class $c_4$ is duplicated since $c_4$ should be applied before $c_2$ in policy $P_2$ and after $c_3$ in policy $P_3$.

To emulate the classification of an incoming packet header by a policy $P_j$, the lookup process in $P_{\text{comb}}$ should be performed only on class instances corresponding to the classes in $P_j$. For instance, in Fig. 1b, during the classification by $P_3$ the first instance of $c_4$ and $c_2$ in $P_{\text{comb}}$ should be ignored. To achieve this, we prepend filters of every class instance in $P_{\text{comb}}$ and incoming headers by special extra bits as described in Section III: e.g., on Fig. 1b the filters in $c_3$ are prepended by *0+, which indicates that $c_3$ belongs to $P_1$ and $P_3$.

In this work we propose equivalent combined representations for a given set of policies. We show the condition for the existence of ideal representations that contain only a single instance for every class of all policies and methods for constructing these representations. For the general case, we propose methods for minimizing the total number of filters in
duplicated class instances. All proposed representations do not increase the number of classification lookups, that is, we say that they satisfy the single lookup constraint; in other words, the lookup time complexity in such a representation is the same as in a single policy of the same size.

The paper is organized as follows. In Section III we explore ideal representations containing a single instance of every class in combined policy representations. Section IV proves that the proposed problem is tractable in the general case and shows how to deal with non-ideal representations. In Section V we propose two approximation algorithms and study them analytically for the offline case. Although the proposed algorithms can be extended for dynamic updates, in Section VI we propose a new algorithm that captures the right balance between time complexity and optimization results with dynamic updates. All proposed algorithms are evaluated in various settings in Section VII.

II. MODEL DESCRIPTION

In this section we first define the entities involved in the packet classification process and introduce our notation. A packet header \( H = (h_1, \ldots, h_w) \) is a sequence of bits \( h_i \in H, h_i \in \{0, 1\}, 1 \leq i \leq w \); e.g., \((1 \ 0 \ 0 \ 0)\) is a 4-bit header. We denote by \( H \) the set of all possible headers. A filter \( F = (f_1, \ldots, f_w) \) is a sequence of \( w \) values corresponding to the header bits, but with possible values 0, 1, or \(*\) (“don’t care”). A header \( H \) matches a filter \( F \) if for every bit of \( H \) the corresponding bit of \( F \) has either the same value or \(*\). Two filters are disjoint if there is no header that matches both filters.

Classes represent an intermediate level of abstraction: a class \( c \) is a set of filters. We denote by \( w(c) \) the number of filters in \( c \). A header \( H \) matches a class \( c \) if \( H \) matches at least one filter in \( c \). Two classes (sets of filters) \( c \) and \( c' \) are disjoint, denoted by \( c \perp c' \), if there are no headers matching both \( c \) and \( c' \) (all filters of \( c \) and \( c' \) are pairwise disjoint), otherwise, they intersect.

To define a policy \( P \) over a given set of classes \( C \), one needs to select a set of classes \( C_P \subseteq C \) belonging to \( P \), specify a sequence \( S(P) \) containing each class from \( C_P \) only once, and associate an action with each class in \( C_P \). For an incoming header, the action of a first matched class in \( S(P) \) is returned. If an incoming header is not matched by any class in \( S(P) \) then the policy default action is returned. Since classes can intersect, a policy is defined by a sequence rather than a set. Originally, classes were introduced to define common classification patterns [2], [3] that can significantly simplify policy management. In this way a single classification pattern should not be redefined during the declaration of another policy.

Two policies \( P_1 \) and \( P_2 \) are equivalent if for every given header both yield the same action. Note that different sequences on the same set of classes \( C_P \) can lead to several equivalent policies due to possible pairwise disjointness of classes in \( C_P \). For instance, Figure 2a shows a policy \( P \) defined by the sequence \( S(P) = c_3, c_2, c_4, c_1 \), which is equivalent to \( P' \) defined by \( S(P') = c_3, c_2, c_1, c_4 \), since \( c_1 \) and \( c_4 \) are disjoint.

To define policies that are equivalent to \( P \) on \( C_P \), we introduce the following partial order \( \prec_P \) of classes in \( C_P \).

\[
\begin{array}{c|ccccc}
\text{Class} & \text{Filter} & \#1 & \#2 & \#3 & \#4 & \text{Action} \\
\hline
\text{c}_1 & F_1 & 0 & 1 & * & * & A_1 \\
\text{c}_2 & F_2 & * & 1 & * & 0 & A_2 \\
\text{c}_3 & F_3 & * & * & 0 & 0 & A_3 \\
\text{c}_4 & F_4 & 0 & 0 & * & * & A_4 \\
\end{array}
\]

Fig. 2: (a) definition of the policy \( S(P) = c_3, c_2, c_1, c_4 \); (b) partial order \( \prec_P \): \( c_3 \perp c_1, c_3 \perp c_4 \), and \( c_1 \perp c_4 \).

We say that \( c_i \prec_P c_j \) if at least one of the following conditions is satisfied:

- \( c_i \) intersects with \( c_j \); \( c_i \) appears before \( c_j \) in \( S(P) \), and the actions assigned to \( c_i \) and \( c_j \) in \( P \) are different (disjointness constraint);
- there is a class \( c_k \in P \) such that \( c_i \prec_P c_k \) and \( c_k \prec_P c_j \) (transitivity of the partial order).

For instance, Fig. 2a defines a policy \( P \) whose corresponding partial order \( \prec_P \) is illustrated on Fig. 2b. In all illustrations of partial orders we omit arrows showing that \( c_i \prec_P c_j \) if \( c_i \) precedes \( c_j \) in \( \prec_P \) that follow from transitivity.

Observation 1. The policy \( P' \) is equivalent to a policy \( P \) if \( \prec_P \) coincide with \( \prec_P \) and each class in \( P' \) has the same action as in \( P \) (the default actions in \( P' \) and \( P \) should coincide).

Informally, if we represent a policy \( P \) as a graph \( G \) with vertices corresponding to classes of \( P \) and edges corresponding to partial order constraints of \( \prec_P \), then any topological order on the vertices of \( G \) forms a sequence of classes in the policy that is equivalent to \( P \).

We denote by \( P = \{P_1, P_2, \ldots, P_P\} \) a set of \( |P| \) policies over the same set of classes \( C \); by \( |C| \), the number of classes in \( C \). Note that for an incoming header \( H \), the corresponding policy \( P \) is retrieved from internal switch data structures, where the classification of \( H \) should be performed: in this case, we say that \( H \) is coming in the context of the policy \( P \). A combined policy \( P_{comb} \) representing a group of policies \( P' \subseteq P \) emulates \( P' \) if for any header \( H \) and any policy \( P_i \in P' \), the lookup of \( H \) in \( P_i \) and the lookup of \( H \) in \( P_{comb} \) in the context of \( P_i \) yield the same action. Informally, this means that \( P_{comb} \) mimics the behaviour of any policy in \( P' \).

In general, a representation \( P_{comb} \) implementing the classification in \( P \) can consist of more than one combined policy. Due to the single lookup constraint, a policy in \( P \) should be represented only by a single combined policy in \( P_{comb} \). Therefore, in order to construct \( P_{comb} \), the policies in \( P \) should be assigned into multiple disjoint groups \( P_1', P_2', \ldots, P_m' \), where each group \( P_i' \) is represented by a separate combined policy \( P_{comb} \). By \( m \) we denote the number of groups. For every header incoming in the context of a policy \( P \in P \), the lookup is done in \( P_{comb} \) corresponding to the group \( P_i' \) containing \( P \). We say that \( P_{comb} \) emulates \( P \) if each \( P_{comb} \in P_{comb} \) emulates the corresponding group of policies \( P_i' \).

III. IDEAL REPRESENTATIONS

In traditional policy representations, if a single class (classification pattern) participates in multiple policies, per-policy instances of the class are allocated for every policy. Intuitively,
structural properties of induced policy classifiers should have a significant impact on memory requirements. We say that a combined representation $P_{\text{comb}}$ of multiple policies $\mathcal{P}$ is ideal if $P_{\text{comb}}$ contains a single instance of every class from $\mathcal{C}$. For a given $\mathcal{P}$, we propose a criteria of the existence of ideal representations (satisfying the single lookup constraint) and explain how to construct them. At this point, we assume that original policies from $\mathcal{P}$ are represented by $P_{\text{comb}}$ consisting of a single combined policy $P_{\text{comb}}$; we will reconsider this assumption in Section III-D.

A. Disjoint classes

We begin with the simplest structural property, class disjointness, where any two different classes in $\mathcal{C}$ do not match the same headers. In this case we can construct an ideal policy $P_{\text{comb}}$, that contains all classes from $\mathcal{C}$ in any order. A header $H$ can be looked up in $P_{\text{comb}}$ instead of a configured policy $P_i$, and if the first matched class $c$ belongs to $P_i$ (this can be verified with any set membership data structure), the action of $c$ in $P_i$ is returned. Otherwise, the classification result is the default action in $P_i$ since only a single class in $P_{\text{comb}}$ can match $H$.

B. Price of generalization

We have seen that class disjointness guarantees the existence of ideal representations. In Section III-C we will show that this structural property is not a necessary condition for the existence of ideal representations. Unlike the previous case, if the first class in $P_{\text{comb}}$ matching a header $H$ incoming in the context of a policy $P_i \in \mathcal{P}$ does not belong to $P_i$, there is no guarantee that $P_{\text{comb}}$ does not contain a class from $P_i$ matching $H$. Hence, to deal with more general structural properties, where classes in $\mathcal{C}$ are not pairwise disjoint, we must guarantee that the matched class $c \in P_{\text{comb}}$ belongs to $P_i$. To implement this requirement, we prepend each filter of a class $c$ in $P_{\text{comb}}$ with the ternary policy prefix $pp(c)$, and each header $H$ incoming in the context of $P_i$ with the binary header prefix $pp_i$ satisfying the following property: $pp(c)$ matches $pp_i$ if and only if $c \in P_i$. Note that both policy and header prefixes have the same length. Such representations allow to match a header incoming in the context of $P_i$ only against the classes in $P_{\text{comb}}$ belonging to the original policy $P_i$. One of the possible variants of $pp(c)$ and $pp_i$ satisfying the defined above property can be the following: $pp(c)$ is a ternary string of length $|P|$ such that $pp(c)_i = \ast$ if $c \in P_i$ and $pp(c)_i = 0$ otherwise; $pp_i$ is a bit string $0...010...0$ of length $|P|$ that has a 1 only at position $i$.

Fig. 3a shows a sample lookup of a header $H$ to $P_1$ in $P_{\text{comb}}$, representing $\mathcal{P} = \{P_1, P_2\}$, where $\mathcal{C}$ contains non-disjoint classes (e.g., $c_1$ and $c_2$ are not disjoint in $P_1$). Observe that $P_{\text{comb}}$ with policy prefixes emulates $P_i$ and is ideal. The values in policy prefixes guarantee that only classes from $P_1$ participate in the lookup. Theorem 2 shows that adding $|P|$ extra bits per filter in $P_{\text{comb}}$ is unavoidable.

**Theorem 2.** For any $l > 2$, there exists a set $\mathcal{P}$ of $l$ policies such that $\mathcal{P}$ can be represented by an ideal $P_{\text{comb}}$ and the length of prefixes should be at least $l$ in any possible variant $pp(c)$ and $pp_i$ satisfying that $pp(c)$ matches $pp_i$ if and only if $c \in P_i$.

**Proof.** Consider a set $\mathcal{P}$ consisting of $l$ policies over a set $\mathcal{C}$ of $2^l - 1$ different classes. A class $c_i \in \mathcal{C}$ belongs to the policy $P_j \in \mathcal{P}$ iff the $j$th bit in the binary representation of $i$ is 1. E.g., $c_{0001011}$ belongs to the policies $P_1$ and $P_3$. In each policy $P \in \mathcal{P}$, a class $c_i \in P$ precedes the class $c_j \in P$ ($c_i < P c_j$) if $i < j$. Hence, for each $\mathcal{P}$ the order of classes in the ideal $P_{\text{comb}}$ is unique and is defined by the class indices. Note that each class $c_i \in \mathcal{C}$ belongs to a unique set of policies, hence, there should be at least $2^l$ different prefix policies. Thus, the length of $pp(c)$ should be at least $\log_2 l = O(l)$. In the remaining part of the proof, we are to show that the lower bound on the policy prefix length is exactly $l$.

We say that the $k$th bit of a policy prefix $pp(c_i)$ is aggregating if $pp(c_i)_k$ is ‘$\ast$’ and at least two header prefixes with two different values in the $k$th bit position are matched by $pp(c_i)$. We denote by $|pp(c_i)|$, the number of aggregating bits in $c_i$. To prove the theorem, we are to show that for the set of policies introduced above, $|pp(c_{2^l-1})| \geq l$ in any valid assignement of header and policy prefixes.

Consider a sequence of classes $c_{0}, c_{1}, c_{2}, ..., c_{2^l-1}$. The set of header prefixes matched by $pp(c_{2^l-1})$ consists of the header prefixes matched by $pp(c_{2^l-1})$ and the header prefix $pp_i$. Thus, $pp(c_{2^l-1})$ contains aggregating bits at the same bit positions as $pp(c_{2^l-1})$ and in at least one additional position. Hence, $|pp(c_{2^l-1})| > |pp(c_{2^l-1})|$, and $|pp(c_{2^l-1})| \geq |pp(c_{2^l-1})| + l - 3$.

To finish the proof, it suffices to show that $|pp(c_{2^l-1})| \geq 3$. Consider the policy prefixes $pp(c_1), pp(c_2), pp(c_3)$ of the classes $c_1 \in P_1, c_2 \in P_2, c_3 \in P_3$, where each one of them belongs to a single policy. These prefixes do not contain aggregating bits and at least two of them differs in at least two positions not containing ‘$\ast$’. W.l.o.g., we can assume that $pp(c_1), pp(c_2)$ differ in at least two bit positions not containing ‘$\ast$’, hence, $pp(c_3) (c_3 \in P_1, P_2)$ has two aggregating bits at these positions. The policy prefix $pp(c_3)$ matches the same header prefixes as $pp(c_3)$ and the prefix $pp_2$. Thus, $|pp(c_3)| \geq |pp(c_3)| + 1 \geq 3$ and $|pp(c_{2^l-1})| \geq l$.

C. When are representations ideal?

In this part we formulate the condition that still guarantee the existence of ideal representations and show how to build
them. For this purpose, we introduce the notion of a joint graph $G_{jnt}$ for a set of policies $P$ over classes $C$; this is a directed graph $G_{jnt}(P) = (C, E_{jnt})$, where $E_{jnt}$ contains an edge from $c_i$ to $c_j$ for $c_i, c_j \in C$ if and only if $c_i < c_j$ in at least one policy in $P$ (see Fig. 4b for an example).

**Theorem 3.** For a given set of policies $P$, there exists an ideal $P_{comb}$ if the corresponding $G_{jnt}$ is acyclic.

**Proof.** If $G_{jnt}$ is acyclic, we can construct an ideal representation from any topological order of the vertices of $G_{jnt}$: we put classes into $P_{comb}$ in this order and prepend them by policy prefixes. This representation is correct since for every $P_i$ and every $c, c' \in P_i$ such that $c < P_i c'$ the class $c$ appears in $P_{comb}$ before $c'$.

If $G_{jnt}$ contains a cycle, then any possible linear ordering of classes in $P_{comb}$ contradicts the order of classes in some policy $P_i$, i.e., for each $P_{comb}$ there exists $c, c' \in P_i$ such that $c < P_i c'$ but $c'$ appears before $c$ in $P_{comb}$. In this case, the ideal representation $P_{comb}$ is correct only if for each pair of classes $c, c'$ in $P_{comb}$ contradicting $< P_i$, each header belonging to the intersection of $c$ and $c'$ is matched by a class preceding $c$ and $c'$ in $S(P_i)$. Such property of $P_{comb}$ appears rarely on practice and can not be verified in a polynomial time. Hence, we suggest to use the acyclicity of $G_{jnt}$ as a criteria of the ideal representation existence.

The proof of Theorem 3 implies an algorithm that constructs an ideal representation if it exists. The time complexity of this algorithm equals to the time $T_{G_{jnt}}(P) = O(\sum_{P \in P}(|P| + |P| \cdot D(P)))$ needed to construct $G_{jnt}$, where $D(P)$ is the number of intersecting class pairs from $P$ that have different attached actions.

**D. Multiple combined policies**

So far we have assumed that a given set of policies $P$ is represented by $P_{comb}$ consisting of a single $P_{comb}$. In this subsection, we consider $P_{comb}$ consisting of $m$ combined policies $P_{comb}^1, P_{comb}^2, \ldots, P_{comb}^m$.

**Theorem 4.** For a given set of policies $P$, if there exists an ideal representation $P_{comb}$ consisting of multiple combined policies, then there exists an ideal representation of $P$ consisting of a single combined policy $P_{comb}$.

**Proof.** To prove the theorem, we construct an ideal $P_{comb}$ from the ideal $P_{comb}$ in the following way: to obtain the sequence $S$ of classes in $P_{comb}$ we concatenate all class sequences defining combined policies in $P_{comb}$; then we prepend class instances in $S$ by policy prefixes as described in Section III-B. Since each class in $C$ appears only in a single combined policy of $P_{comb}$, the constructed $P_{comb}$ is an ideal representation.

Multiple combined policies in $P_{comb}$ can reduce two different characteristics:

- $plen(P_{comb})$, the total length of all extra prefixes in $P_{comb}$ (in particular, if all class instances in $P_{comb} \in P_{comb}$ are disjoint then extra prefixes for $P_{comb}^i$ are unnecessary);
- $lsize(P_{comb})$, the maximum number of filters involved in a single lookup (which can optimize lookup energy and time).

By the definition of an ideal $P_{comb}$, the corresponding partition $P_1, P_2, \ldots, P_m$ of $P$ into $m$ disjoint groups satisfies the following sharing condition: if $P_i, P_j$ share a class then $P_i$ and $P_j$ belong to the same group. The following observation immediately follows from Theorems 3 and 4.

**Observation 5.** If there exists an ideal representation of a given set of policies $P$, then any partition of $P$ satisfying the sharing condition defines an ideal $P_{comb}$ emulating $P$.

Let $P_{max}$ be a partition of $P$ satisfying the sharing condition with a maximal number of groups.

**Theorem 6.** If there exists an ideal representation of $P$, then $P_{max}$ defines an ideal $P_{comb}$ with the minimum values of $plen(P_{comb})$ and $lsize(P_{comb})$ among all ideal representations.

**Proof.** By definition of the sharing condition, $P_{max}$ is unique and any partition of $P$ satisfying the sharing condition can be obtained from $P_{max}$ by merging the groups in $P_{max}$. Since merging groups can only increase the values of $plen(P_{comb})$ and $lsize(P_{comb})$, the theorem immediately follows.

**IV. NON-IDEAL REPRESENTATIONS**

In this section we discuss how to deal with a given set of policies whose representations cannot be ideal.

**A. Conflict resolution among partial orders**

We begin with an example. Fig. 4a illustrates two policies $P_1$ and $P_2$. Since $c_2 < P_1 c_3$ and $c_3 < P_2 c_2$, there is no ideal $P_{comb}$ satisfying partial orders of classes in both $P_1$ and $P_2$.

Fig. 4b shows the corresponding joint graph, and it indeed contains a cycle. To satisfy the partial orders of $P_1$ and $P_2$ at the same time, we can add an additional instance of $c_3$ to $P_{comb}$ with the corresponding bits of the policy prefix. In particular, the sequence of classes in $P_{comb}$ shown on Fig. 4a is $S = c_2 c_3 c_4 c_1$; its subsequence $c_2 c_3 c_1$ is compatible with partial order $< P_1$, and another subsequence $c_2 c_3 c_4 c_1$ is compatible with partial order $< P_2$. Now $P_{comb}$ contains two instances of
the first is used during classification in \(P_2\), and its policy prefix is \(0^\ast\); the second instance is used during classification in \(P_1\), and its policy prefix is \(\ast\). In this case \(P_{\text{comb}}\) is non-ideal but still emulates \(P_1\) and \(P_2\).

In general, to deal with incompatible partial orders in policies we duplicate some instances of classes. Formally, a sequence \(S\) defining the order of class instances in \(P_{\text{comb}}\) is compatible with a policy \(P_i\) if there exists a subsequence \(S'\) of \(S\) that consists of a single instance of every class in \(P_i\), and for any two classes \(c_j, c_t\) in \(P_i\), if \(c_j < P_i c_t\), then \(c_j\) appears before \(c_t\) in \(S'\). Only instances of classes from this subsequence participate in the classification by policy \(P_i\), i.e., in the corresponding \(P_{\text{comb}}\) only for them the \(t\)th bit of the policy prefix is set to \(\ast\), while for all other instances the \(t\)th bit of the policy prefix is set to zero. Header prefixes are exactly the same as in the case of ideal policies. The following observation immediately follows.

**Observation 7.** There exists a \(P_{\text{comb}}\) emulating a given \(P\) if duplications of classes from \(C\) are allowed.

### B. Problem statement

Clearly, the number of filters in classes should be taken into account during class duplications. We denote by \(W^*(S)\) the total overhead in filters from duplicated class instances in the resulting sequence of classes \(S\), i.e., the difference between the total number of filters in all class instances from \(S\) and the total number of filters in original classes without duplications.

**Problem 1** (Policy Sequence Packing, PSP). Given a set of policies \(P\), find a sequence of classes \(S\) compatible with all policies in \(P\) that minimizes \(W^*(S)\).

**Theorem 8.** PSP is NP-hard even for two policies, \(|P| = 2\).

The proof can be found in the appendix. In the following, we denote by \(|S|\) a number of class instances in \(S\).

### C. Optimal solution for PSP problem

If the partial orders of all policies in \(P\) are linear, the PSP problem is a weighted version of the classical Shortest Common Supersequence (SCS) problem [6]. For a set of strings, SCS finds a string with a minimal total length containing all these strings as subsequences. The algorithm in [6] finds an optimal solution for the weighted version of SCS in \(O(|C|^{3|P|})\) time, hence, this algorithm can find an optimal solution of the PSP problem but only if the number of policies is relatively small and the partial orders of all policies in \(P\) are linear.

### D. Multiple combined policies again

Similar to ideal representations, \(P_{\text{comb}}\) consisting of multiple combined policies does not reduce the number of maintained filters compared to a representation consisting of a single \(P_{\text{comb}}\). Note that the benefits from having multiple combined policies \(P_{\text{comb}}\) described in Section III-D remain the same for non-ideal representations. For instance, the lengths of policy prefixes can affect the memory requirements of a resulting \(P_{\text{comb}}\); to incorporate them into the final objective, we can minimize the total number of ternary bits in all maintained filters (including policy prefix bits). Also, representations consisting of multiple policies allow to reduce lookup complexity that can be incorporated by bounding the number of filters in each combined policy in \(P_{\text{comb}}\). The partition of \(P\) into multiple groups addresses two fundamental tradeoffs: (1) the total length of policy prefixes versus the number of filters in duplicated class instances; and (2) the maximum number of filters in each combined policy versus the number of filters in duplicated class instances.

Recall that any \(P_{\text{comb}}\) is obtained from a partition of \(P\) into multiple groups, where each group is represented in \(P_{\text{comb}}\) by a single combined policy. For a fixed partition of \(P\) into groups, the minimization of memory requirements (in bits) is obtained from the minimization of the number of entries in each combined policy since the lengths of the proposed policy prefixes depends only on the number of policies in every group. In the case of lookup complexity, the situation is similar. Hence, the construction of a combined policy for each group can be done by the proposed methods described below. We leave for the future study the development of methods partitioning \(P\) into multiple groups addressing both tradeoffs.

### V. APPROXIMATION ALGORITHMS

In this section, we introduce several approximation algorithms for PSP and study them analytically.

#### A. Feedback Vertex Set as a tool

Our algorithms for PSP will use algorithms for the Weighted Feedback Vertex Set (WFVS) problem [7], which is NP-complete. The feedback vertex set is a set of vertices in a directed graph \(G = (V, E)\) with weighted vertices such that removing them forms an acyclic graph, and the WFVS problem is to find a feedback vertex set of minimal total weight. For instance, the work [8] proposes an algorithm for WFVS with approximation factor \(O(\log |V| \log \log |V|)\), but there are other alternatives [9]. In what follows we denote by \(\alpha(G)\) the approximation factor of an algorithm for the WFVS problem on a graph \(G\). Note that WFVS is not harder than PSP (see the proof of Theorem 8). This is why the algorithms proposed below exploit WFVS as a building block.

#### B. Algorithm ALLORONE

By Theorem 3 the main reason for class duplications are cycles in the joint graph. The algorithm ALLORONE (AO) constructs \(G^{\text{int}}\) and transforms it into an acyclic graph \(G^*\) whose topological order produces a valid sequence of classes \(S\) for \(P_{\text{comb}}\).

AO finds a feedback vertex set \(V_{\text{wfvs}}\) in \(G^{\text{int}}\) with minimal total weight, where vertex weight equals the number of filters in the corresponding class. By \(W(V)\) we denote the total weight of vertices in \(V\). An induced subgraph on vertices that are not in \(V_{\text{wfvs}}\) is acyclic, therefore, the corresponding classes appear only once in \(S\). For a class \(c \in V_{\text{wfvs}}\), the sequence \(S\) contains a separate \(c\) instance for each policy containing \(c\).

To transform \(G^{\text{int}}\) into an acyclic graph \(G^*\), the algorithm AO first removes all classes that are in \(V_{\text{wfvs}}\) (line 3 in
Algorithm 1 AO(\(P\))

1: construct a graph \(G^{\text{int}}(P_1, \ldots, P_l)\);
2: \(V^{\text{wfvs}} = WFV(S(G^{\text{int}}))\), with vertex weights \(w(c) = |c|\);
3: initialize \(G^*\) as a subgraph of \(G^{\text{int}}\) induced by \(V \setminus V^{\text{wfvs}}\);
4: for each \(c \in V^{\text{wfvs}}\) do
5: for each \(P_i\) containing \(c\) do
6: add to \(G^*\) an instance \(\tilde{c}_i\) of \(c\);
7: for each \(P_i\) do
8: for each \(c <_{P_i} c'\) s.t. \(c\) or \(c'\) are in \(V^{\text{wfvs}}\) do
9: add edge \((\tilde{c}_i, \tilde{c}_j)\) to \(G^*\); \(\triangleright \) here \(\tilde{c}_i = c\) if \(c \notin V^{\text{wfvs}}\)
10: let \(S\) be a topological ordering of the vertices of \(G^*\);
11: return \(S\).

Algorithm 1. Then for every class \(c \in V^{\text{wfvs}}\) and every policy \(P_i\) containing \(c\), a vertex \(\tilde{c}_i\) is added into \(G^*\) (lines 4-6); other vertices in \(G^*\) will be connected with \(\tilde{c}_i\) by edges induced by the partial order on \(<_{P_i}\) (lines 7-9). A topological order of the vertices of \(G^*\) (line 10) forms a correct solution for the PSP problem (see Theorem 9). Since \(G^*\) can be constructed in at most \(T_{\text{GFVS}}(P)\) time, the running time of AO is \(T_{\text{GFVS}}(G^{\text{int}}) + T_{\text{GFVS}}(P)\), where \(T_{\text{GFVS}}(G)\) is the running time of the algorithm for the WFVS problem.

Theorem 9. AO correctly solves the PSP problem.

Proof. If a graph \(G^*\) is acyclic, its topological order of vertices forms a correct \(S\) since all constraints introduced by partial orders of policies are represented by edges in \(G^*\). So it is sufficient to show acyclicity of \(G^*\). The first step of AO removes \(V^{\text{wfvs}}\) from \(V\), making the graph \(G^*\) acyclic. Note that after adding a single vertex \(\tilde{c}_i\) corresponding to the instance of \(c\) in \(P_i\) with incident edges, the graph \(G^*\) remains acyclic. This invariant holds since adding \(\tilde{c}_i\) does not connect any new pair of vertices due to transitivity of \(<_{P_i}\). Therefore, after adding \(\tilde{c}_i\) a new cycle in \(G^*\) cannot appear.

As we have already mentioned, a joint graph \(G^{\text{int}}\) contains edges induced by partial orders of originally given policies. To test whether \(G^{\text{int}}\) is acyclic, it suffices to maintain only edges for non-disjoint pairs of classes since other edges result from a transitive closure of policy partial orders and cannot introduce a cycle to \(G^{\text{int}}\). On the other hand, for the correctness of AO it is necessary to consider all edges of \(G^{\text{int}}\), otherwise the resulting feedback vertex set can lead to incorrect solutions.

Example 1. The following example illustrates AO running on two policies from Fig. 4. The joint graph for these policies has a cycle (see Fig. 5a); its FVS can be either \(V^{\text{wfvs}} = \{c_2\}\) or \(V^{\text{wfvs}} = \{c_3\}\). If \(w(c_2) \leq w(c_3)\) then \(V^{\text{wfvs}} = \{c_2\}\) and \(c_2\) is duplicated (Fig. 5b shows the corresponding \(G^*\) and \(S\)). Otherwise, AO duplicates \(c_3\) (see Fig. 5c).

Theorem 10. AO has an approximation factor at most \((|P| - 1) \cdot \alpha(G^{\text{int}})\).

Proof. Recall that in AO the found \(V^{\text{wfvs}}\) defines classes appearing more than once in the resulting \(S\), therefore, \(W^*(S) \leq (|P| - 1) \cdot W(V^{\text{wfvs}})\). Note that \(W(V^{\text{wfvs}}) \leq \alpha(G^{\text{int}}) W(V_{\text{OPT}})\), where \(V_{\text{OPT}}\) is FVS with the minimal total weight. Thus, \(W^*(S) \leq (|P| - 1) \cdot \alpha(G^{\text{int}}) W(V_{\text{OPT}})\).

To finish the proof it suffices to show that \(W(V_{\text{OPT}})\) is less than \(W(S_{\text{opt}})\) for an optimal solution \(S_{\text{opt}}\) of the PSP problem. In any solution of the PSP problem, classes appearing more than once form a FVS in the graph \(G^{\text{int}}\). The value of \(W(V_{\text{OPT}})\) is less than \(W(V_{\text{OPT}})\), where \(V_{\text{OPT}}\) is a FVS corresponding to \(S_{\text{opt}}\). Thus, \(W(V_{\text{OPT}}) \leq W(S_{\text{opt}}) \leq W^*(S_{\text{OPT}})\).

Theorem 11. The approximation factor of the AO algorithm is at least \(|P| - 1\).

Proof. The proof is by showing a hard example, where \(|P| = l\) policies are constructed from \(n\) different classes; each class contains exactly one filter. The partial order of the first \(l - 1\) policies is linear \(c_1 \leq c_2 \leq \cdots \leq c_n\); the partial order of the last policy is also linear but contains the same classes in the reversed order \(c_n \leq c_{n-1} \leq \cdots c_1\) (see Fig. 6a). In the corresponding graph \(G^{\text{int}}\) each pair of vertices is connected by two edges with different directions (see Fig. 6b). Any feedback vertex set of \(G^{\text{int}}\) consists of \((n-1)\) vertices, therefore, the total overhead \(W^*(S)\) incurred by AO is equal to \((n-1)(l-1)\). For an optimal solution \(S_{\text{OPT}}\) the overhead is equal to \(W^*(S_{\text{OPT}}) = n - 1\).

Note that AO either creates a separate instance of a class \(c\) in \(S\) for every policy or has a common instance of \(c\) in \(S\) for all policies limiting the optimization capabilities of the algorithm. In the proof of Theorem 11, AO finds a suboptimal \(S\) due to this limitation. One possible way to fix this is to apply additional optimization described in Section V-D. For the PSP instance in the proof of Theorem 11 these optimizations
allow to produce an optimal $S$, but in the general case they do not provide guarantees on $W^*(S)$. In Section V-C we will introduce algorithms based on alternative principles that do not require unnecessary constraints.

In the following theorem we show the inapproximability of PSP by reduction from the SCS problem.

**Theorem 12.** Unless $P = \text{NP}$, there is no polynomial algorithm for the PSP problem with a constant approximation factor on $W^*(S)$.

**Proof.** We reduce SCS on alphabet $\Sigma$ to PSP of the same size by setting $C = \Sigma$, and assigning a unit weight $w(c_i) = 1$ to every class $c_i \in C$. Also, we interpret each string $s \in \Sigma^*$ as a separate policy in $P$ whose partial order is linear and coincides with $s$.

It is known that there is no algorithm for SCS on alphabet $\Sigma$ with a constant factor on the length of SCS unless $P = \text{NP}$ [10]. The reduction described above is correct only for SCS instances where all letters in the same input string are different, which corresponds to the natural constraint for classifiers that classes are not repeated in the same input policy. However, the instance of SCS used in [10] to show inapproximability of SCS never uses a letter twice in the same input string. Thus, there is no algorithm for the PSP problem with a constant approximation ratio on the total weight $W(S)$ of class instances in $S$ and on $W^*(S)$ since $W^*(S) \leq W(S)$ (unless $P = \text{NP}$). \qed

Existence of sublinear approximation algorithms with respect to $|P|$ for the PSP problem is unclear; due to the reduction in Theorem 12, such an algorithm would solve a special case of the SCS problem with a sublinear approximation factor. To the best of our knowledge, even for this special case the existence of sublinear approximation algorithms for SCS is an open problem.

**C. Algorithm CliqueShare**

The efficiency of an algorithm based on WFVS heavily depends on the information about $S$ provided by FVS. In the AO algorithm this information is very limited; FVS only provides the set of classes appearing in $S$ more than once. To overcome this limitation, we propose another algorithm CliqueShare (CS): for each class $c$, FVS in $S$ provides the pairs of policies containing $c$ that are not sharing the same instance of $c$ in $S$.

In the CS algorithm we construct another graph $G^{\text{pair}}$ allowing to operate with a finer resolution. Denote by $P_c$ the set of policies containing a class $c$. For each class $c$ and each subset $A$ of two policies in $P_c$, $G^{\text{pair}}$ contains a vertex $c^A$. For each $P_i$ and any two classes $c_1 < P_i c_2$, $G^{\text{pair}}$ has an edge $(c^A_1, c^A_2)$ for all pairs of policies $A, A^\prime \in P$ containing $P_i$ (e.g., Fig. 7b shows a $G^{\text{pair}}$ graph for the input $P$ shown on Fig. 7a).

At the beginning, CS finds a feedback vertex set $V^{\text{wfvs}}$ in $G^{\text{pair}}$ with minimal total weight, where the weight of a vertex is equal to the number of filters in the corresponding class (line 2 in Algorithm 2). If $c^A$ is in $V^{\text{wfvs}}$ then the resulting $S$ contains different instances of $c$ for the policies $P_1, P_2 \in A$. A set of policies can share the same instance of a class $c$ if for any two policies from this set, the corresponding vertex for a class $c$ in $G^{\text{pair}}$ is not in $V^{\text{wfvs}}$, we call such sets admissible subsets of $P_c$.

For each class $c$, CS computes a partition $P_c$ of $P_c$ into admissible subsets, minimizing the total number of sets in $P_c$ (line 4 in Algorithm 2). For a class appearing only in a single policy in $P$, the partition consists of a single admissible subset containing this policy. Each set in $P_c$ corresponds to a separate instance of $c$ in $S$. After that CS constructs an acyclic $G^*$, for which a topological order of vertices forms a valid $S$.

To find a partition into admissible subsets, CS can use the algorithm that greedily constructs admissible subsets with running time $O(|P_c|^2)$. Alternatively, it can use an algorithm based on dynamic programming that finds a partition with minimal number of subsets in time $O(|P_c|^3)$. For both algorithms, CS has the same approximation factor but the first one has better time complexity, while the second algorithm finds an optimal partition into admissible subsets.
has \( \binom{3}{2} = 3 \) vertices for \( c_2 \) and \( c_4 \) and one vertex for \( c_1 \) and \( c_3 \). \( G^{pair} \) has many cycles; one of its feedback vertex sets with minimal total weight is \( V_{refs} = \{c_{2,3}, c_{1,2}, c_{1,3}\} \). The partitions of \( P_{c_2} \) and \( P_{c_4} \) consist of a single set since the vertices for \( c_3 \) and \( c_5 \) in \( G^{pair} \) do not appear in \( V_{refs} \). For \( c_2 \) and \( c_4 \) optimal partitions into admissible subsets can be \( \mathbb{P}_{c_2} = \{\{P_1, P_2\}, \{P_3\}\} \) and \( \mathbb{P}_{c_4} = \{\{P_1\}, \{P_2, P_3\}\} \). The resulting \( G^* \) is acyclic (see Fig. 7c). Every topological order on \( G^* \) yields a valid \( S \), e.g., \( c_4, c_1, c_2, c_3, c_5, c_2 \).

Note that CS and AO coincide in the case of two policies. Observe that CS finds an optimal \( S \) for the example in the proof of Theorem 11. In the following we prove that CS works correctly and estimate its approximation factor.

**Theorem 13.** CS correctly solves the PSP problem.

**Proof.** Similar to Theorem 9, we only need to show that \( G^* \) is acyclic. The construction of \( G^* \) from \( G^{pair} \) is equivalent to the following three-step procedure: (1) initialize \( G^* \) as a subgraph of \( G^{pair} \) induced by all vertices \( c^3 \) such that the policies \( P_i, P_j \in A \) belong to the same admissible subset of \( \mathbb{P}_c \); (2) for each \( e \in E \) add vertices into \( G^* \) for all admissible subsets of \( \mathbb{P}_c \), consisting of a single policy; (3) for each \( c \in C \), “shrink” vertices corresponding to policies belonging to the same admissible subset.

A graph \( G^* \) is acyclic after the first step since at least all vertices in found FVS of \( G^{pair} \) are not included in \( G^* \). After the second step \( G^* \) remains acyclic due to transitivity of partial orders, which is similar to the proof of Theorem 9. To prove that \( G^* \) will remain acyclic after the third step, it is sufficient to show that \( G^* \) remains acyclic after every shrink. A shrink produces a cycle in \( G^* \) if and only if before this shrink \( G^* \) had a path between two vertices corresponding to class with policies in the same admissible subset. Assume that there is such path \( w \) for a class \( c \). W.l.o.g. let \( P_1 \) be a policy whose partial order defines the first edge of \( w \), and \( P_2 \) be a policy whose partial order defines the last edge of \( w \). The vertex \( c^1 \), where \( P_1, P_2 \in A \) has an outgoing edge to the second vertex of \( w \) and has an incoming edge from penultimate vertex of \( w \). Hence, there is a cycle in \( G^* \) containing a vertex \( c^1 \) which is a contradiction to the assumption that \( G^* \) has no cycles before the current shrink. □

**Theorem 14.** CS has an approximation factor of at most \( \alpha(G^{pair}) \left[ \frac{OPT}{4} \right] \).

**Proof.** First, we are to show that for a produced sequence \( S \) by CS, \( W^*(S) \) does not exceed the weight of the corresponding \( V_{refs}^* \). Each class \( c \) appearing \( t \) times in \( S \) increases the value of \( W^*(S) \) by \( (t - 1)w(c) \). On the other hand, the found FVS in \( G^{pair} \) should contain at least \( t - 1 \) vertices for \( c \). Otherwise, at least two admissible subsets corresponding to the instances of \( c \) in \( S \) can be merged into a bigger admissible subset, which is not possible for partitions constructed by CS. Therefore, \( W^*(S) \leq W(V_{refs}^*) \).

By any solution \( S' \) of the PSP problem we can construct an FVS in \( G^{pair} \) in the following way: if \( P_i \) and \( P_j \) do not share an instance of \( c \) in \( S' \), \( c \in P_i, P_j \), then \( c \) \((P_i, P_j)\) is in FVS.

Hence, as in Theorem 10, \( W(V_{refs}^*) \leq \alpha(G^{pair})W(V_{OPT}) \leq \alpha(G^{pair})W(V_{S_{opt}}) \), where \( V_{OPT} \) is FVS in \( G^{pair} \) with the minimal total weight and \( V_{S_{opt}} \) is FVS in \( G^{pair} \) by which CS produces an optimal sequence \( S_{opt} \).

To finish the proof, we need to show that \( W(V_{S_{opt}}) \leq \left[ \frac{OPT}{4} \right] W^*(S) \). Consider a class \( c \) belonging to \( l \) policies in \( P \) and appearing in \( S_{opt} \) \( t \) times. Denote by \( s_{i,k} \) (where \( 1 \leq i \leq t \)), a number of policies in an \( i \)-th admissible subset. A set \( V_{S_{opt}} \) can contain only \( c^3 \) vertices such that \( P_i, P_j \in A \) belong to different admissible subsets; the number of such vertices is at most \( N_c = \frac{1}{2} \left( t^2 - \sum_{i=1}^{t} s_{i,k}^2 \right) \). It can be shown that for any partition on admissible subsets, \( N_c \leq \left[ \frac{OPT}{4} \right] \cdot (t - 1) \). Hence, a class \( c \) increasing \( W^*(S_{opt}) \) by \( (t - 1) \cdot w(c) \) can also increase \( W(V_{S_{opt}}) \) by the value not exceeding \( \left[ \frac{OPT}{4} \right] \cdot (t - 1) \cdot w(c) \); summing this over all classes \( c \in C \), we find that \( W(V_{S_{opt}}) \leq \left[ \frac{OPT}{4} \right] W^*(S) \). □

**Theorem 15.** The approximation factor of CS is at least \( \left[ \frac{OPT}{4} \right] \).

**Proof.** We provide an example with \( |P| = l \) policies and \( n = \left[ \frac{OPT}{4} \right] + 1 \) different classes. We add a class \( c_n \) to all policies. Also we enumerate all pairs of policies \( (P_i, P_j) \) such that \( i \leq \left[ \frac{OPT}{4} \right] \) and \( j > \left[ \frac{OPT}{4} \right] \), there are \( n - 1 \) such pairs. For each enumerated pair \( (P_i, P_j) \) we add a class \( c_k \) to policies \( P_i \) and \( P_j \), where \( k \) is a number of this pair. The class \( c_k < P_i, c_k \) and \( c_k > P_j, c_n \). For instance, on Fig. 8a the class \( c_3 \) corresponding to the third pair of policies \( (P_2, P_3) \) precedes \( c_5 \) in \( P_2 \) and succeeds \( c_3 \) in \( P_3 \). The number of filters in classes is as follows: \( |c_i| = x, i = 1 \ldots n - 1, |c_n| = x + 1 \).

A graph \( G^{pair} \) consists of three categories of vertices (see Fig. 8b): (1) the \( n - 1 \) vertices corresponding to a class \( c_n \) in the enumerated pairs of policies (in Fig. 8b, these vertices are shown in purple); (2) the \( n - 1 \) vertices for all other classes \( c_n \), where \( i < n \); (in Fig. 8b, these vertices are orange); (3) the vertices corresponding to \( c_n \) in non-enumerated pairs of policies which do not affect acyclicity of \( G^{pair} \) (in Fig. 8b, these are white). The \( G^{pair} \) graph contains \( n - 1 \) bidirectional edges

\(^1\)The proof of this inequality consists of only cumbersome calculations so we omit it.
between vertices of the first two types, which form a maximal matching.

An FVS of $G_{\text{pair}}$ with the minimal total weight $v_{\text{weigh}}$ consists of all vertices of the second category. Therefore, CS produces $S$ containing one copy of $c_a$ and two copies for each other class; the total overhead is equal $W^*(S) = (n - 1) \cdot x$. The optimal solution for this example is $S_{\text{OPT}} = c_a c_1 c_2 \ldots c_n$ with $W^*(S) = x + 1$; taking $x$ arbitrarily big, we show the stated lower bound.

To obtain an example with an arbitrarily large number of classes, we take multiple instances of the proposed example and combine them into one joint input: we merge policies $P_i$ with the same index $i$, and classes from different instances of the example are different.

The graph $G_{\text{pair}}$ can be constructed in time $T_{G_{\text{pair}}} = \Theta(|P|^2 \cdot \sum_{P \in \mathcal{P}} |P|^2)$. Hence, the running time of CS is $T_{G_{\text{pair}}} + O(|P|^2 \cdot \sum_{P \in \mathcal{P}} |P|^2) + T_{\text{FVS}}(G_{\text{pair}}) + O(|C| \cdot T_{\text{part}}(|P|))$, where $T_{\text{part}}$ is the time complexity of the algorithm finding partitions into admissible subsets. The approximation factor of CS is quadratic on $|P|$ and worse than for AO for all $|P| > 3$. Nevertheless, we will see in Section VI that CS performs better on average since it operates with a better resolution.

Note that AO and CS find optimal solutions in ‘simplest’ PSP instances. For example, AO and CS always find optimal solutions if there exists an ideal representation or if an optimal solution for two policies contains at most one duplicated class instance. Various heuristics that are not based on FVS cannot guarantee solution optimality even in these simplest PSP instances. Unfortunately, AO has its own constraints limiting optimization capabilities. The proposed CS overcomes these limitations preserving AO advantages.

D. Additional optimizations

Both AO and CS algorithms can be further improved by additional optimizations. First, we define GreedyGluing (GG) optimization that greedily shrunk pairs of vertices of an acyclic graph $G$ with the maximal possible sum of weights while $G$ remains acyclic. GG can be added to both AO and CS as the penultimate step, to simplify $G^*$ before taking its topological order. The time complexity of GG is $O(n^3)$, where $n$ is the number of vertices in the corresponding graph.

Another optimization procedure comes from the fact that proposed algorithms do not usually guarantee that $S$ will be a local minimum solution, i.e., it might happen that one can remove some class instances from the resulting $S$ and still get a valid sequence for $P_{\text{comb}}$. The LocalDescent (LD) procedure is defined in the following way: given $S$, try to remove classes from $S$ one by one, while $S$ remains compatible with all policies from $P$. LD can be implemented in time $O(|S| + \sum_{P \in \mathcal{P}} (|P| + D(P)))$. We will see in Section VII that LD does bring improvements in practice, although it has no effect on the worst case bounds.

VI. DYNAMIC UPDATES

Although economic models rarely change, support of dynamic updates in represented policies can become important in some deployment scenarios. We support two basic operations on policies in $P$: (1) delete($P, c$), remove a class $c$ from a policy $P$; (2) insert($P, c, c_{\text{suc}}$), add a class $c$ to a policy $P$ such that $c$ appears in $S(P)$ just before $c_{\text{suc}}$. Each insert/delete operation modifies a sequence of classes $S$ that represents the corresponding $P_{\text{comb}}$. Note that after each operation policy prefixes should be updated assuring that $P_{\text{comb}}$ emulates $P$.

Hypothetically, we can generalize the proposed algorithms in Section V to support dynamic operations by maintaining dynamically graphs $G_{\text{pair}}, G_{\text{pair}}^*, G^*$ and the sequence $S$. But running dynamic versions of AO and CS may be very time-consuming. They are better suited for environments where updates happen in batches. In this section, we propose another algorithm implementing the right balance between time complexity and optimization efficiency in a dynamic environment.

When we delete a class $c$ from a policy $P$, we remove an instance of $c$ in $S$ if this instance corresponds only to $P$. After a delete operation $S$ remains correct: if necessary, we can further optimize $S$ by LD optimization to remove redundant class instances (DELETE() in Algorithm 3).

The case of an insert operation is more complicated. Let $c$ be the class that is inserted into policy $P$ and let $C_{\text{pre}}$ be the set of classes preceding $c$ in $P$, and $C_{\text{suc}}$ be the set of classes succeeding $c$ in $P$. If $S$ is already compatible with the new $P$ the insertion is done. Otherwise, to make $S$ compatible with the new $P$, we insert to the $j$th position inside $S$ an instance of $c$ and instances of some classes in $C_{\text{pre}}$ and $C_{\text{suc}}$ (INSERT() in Algorithm 3), where the $j$th position is selected to minimize the total number of filters in inserted instances.

Let $L_j$ be the longest subsequence of $S[0 \ldots j - 1]$ satisfying the following conditions:

1. $L_j$ contains at most one instance of every class from $P$;
2. an instance of $c_1$ is in $L_j$ only if for each $c_2 <_P c_1$ the instance of $c_2$ appears in $L_j$ before $c_1$.

Similarly, we define a subsequence $R_j$ in the suffix of $S$ starting from the $j$-th position. But in this case condition (2) is reversed: an instance of $c_1$ is in $R_j$ only if for each $c_2, c_1 <_P c_2$, the instance of $c_2$ appears in $R_j$ after $c_1$. We insert into the $j$th position an $e$ instance, class instances in $C_{\text{pre}}$ that are not in $L_j$ and class instances in $C_{\text{suc}}$ that are not in $R_j$, in order satisfying $<_P$. Figure 9 illustrates this insertion procedure for a policy $P$: $L_j = c_1 c_4, R_j = c_5$, and class instances $c_2, c_3$ are inserted together with the instance of $c$.

**Theorem 16.** All class instances inserted to the $j$th position of $S$ make $S$ compatible with a new $P$.

**Proof.** Let $I_j$ be an inserted sequence of class instances to
Algorithm 3 Dynamic Updates

1: procedure DELETE(S, P, c)
2: remove from S an instance of c corresponding only to P
3: remove c from P
4: $S \leftarrow LD(S)$
5: end procedure

6: procedure INSERT AT(S, P, c, j)
7: insert_set $\leftarrow (C_{\text{prec}} \setminus L_j) \cup \{c\} \cup (C_{\text{suc}} \setminus R_j)$
8: I $\leftarrow$ sequence of classes from insert_set ordered by $<_P$
9: insert I into S at j-th position
10: if $j > 0$ and $S[j - 1] = c$ then
11: remove $j - 1$th element of S
12: end procedure

13: procedure CALCULATE $\mathcal{L}(P)$
14: $\mathcal{L}[0] = \text{tempL} = 0$
15: $\mathcal{L} = \{\}$
16: for each $c \in P$ do
17: $d(c) \leftarrow$ number of class $c_1$ such that $c_1 <_P c$
18: for $j \in [0, |S| - 1]$ do
19: if $d(S[j]) = 0$ and $S[j] \notin P$ then
20: $\mathcal{L} = \mathcal{L} \cup \{S[j]\}$
21: if $c \in C_{\text{prec}}$ then $\text{tempL} = \text{tempL} + |S[j]|$
22: for all $c_1$ such that $S[j] <_P c_1$ do
23: $d(c_1) = d(c_1) - 1$
24: $\mathcal{L}[j + 1] = \text{tempL}$
25: return $\mathcal{L}$
26: end procedure

27: procedure INSERT(P, c, $c_{\text{suc}}$)
28: update $S(P)$ by adding c immediately before $c_{\text{suc}}$
29: if S is compatible to P then exit
30: $\mathcal{L} \leftarrow$ CALCULATE $\mathcal{L}(P)$
31: $R \leftarrow$ CALCULATE $\mathcal{R}(P)$
32: $\mathcal{L}$ and $\mathcal{R}$ is symmetric to CALCULATE $\mathcal{L}$
33: $j \leftarrow \arg \max_{i \in S(P)}(\mathcal{L}[i] + \mathcal{R}[i] + \delta(S, j, c) \cdot |c|)$
34: INSERT AT($S, P, c, j$)
35: $S \leftarrow LD(S)$
36: end procedure

the j-th position in S (line 8 in Algorithm 3). Let $R_j$ be a subsequence of $R_j$ that does not contain class instances from $L_j$. Note that condition (2) from the definition of $R_j$ is also satisfied for $R_j$. Consider a subsequence of $S$ constructed by the concatenation of $L_j, I_j, R_j$. This subsequence contains one instance of each class from the new P and satisfies $<_P$.

Corollary 1. An insertion operation is correct.

When $j > 0$ and $S[j - 1]$ is an instance of an inserted class c, we can remove the $(j - 1)$th element of S since a new copy of c is inserted (line 11 in Algorithm 3).

Denote by I an array of $|S| + 1$ integers $\mathcal{I}[j]$ is a total number of filters in all inserted class instances in case when c is inserted into the j-th position of S. Let $\delta(S, j, c)$ be a function such that $\delta(S, j, c) = 1$ if $j > 0$ and $S[j - 1] = c$, otherwise, $\delta(S, j, c) = 0$. Then:

$I_j = (1 - \delta(S, j, c)) \cdot |I| + \sum_{i \in C_{\text{prec}} \setminus I_j} |i| + \sum_{i \in C_{\text{suc}} \setminus I_j} |i|$

Among all potential positions to insert a class c, we choose one minimizing $I_j$. Let $L$ and $R$ be arrays such that $L[j] = \sum_{i \in C_{\text{prec}} \setminus I_j} |i|$ and $R[j] = \sum_{i \in C_{\text{suc}} \setminus I_j} |i|$; then the expression for $I_j$ can be rewritten as

$I_j = |c| + \sum_{i \in C_{\text{prec}} \setminus I_j} |i| - (L_j + R_j + \delta(S, j, c) \cdot |c|)$

We compute elements of L, R and then select insertion position j maximizing value of $L[j] + R[j] + \delta(S, j, c) \cdot |c|$ (INSERT() in Algorithm 3).

We calculate elements of L in the order of increasing j (CALCULATE $\mathcal{L}()$ in Algorithm 3). During this computation, we maintain the sets $L_j$ and $R_j \cap C_{\text{prec}}$. If $S[j] \notin L_j$ and all classes preceding $S[j]$ in P belong to $L_j$ then $L_{j+1} = L_j \cup \{S[j]\}$, otherwise $L_{j+1} = L_j$. Therefore, we can compute $L_{j+1}$ and ($L_{j+1} \cap C_{\text{prec}}$ with $L[j + 1]$ respectively) from $L_j$ in time proportional to the number of classes preceding $S[j]$ in P. To speed up this process, when adding $S[j]$ to $L_{j+1}$ we look at all classes that succeed $S[j]$ and mark those for which all classes preceding them in P are in $L_{j+1}$ (lines 22-23 in Algorithm 3, class $c_1$ becomes marked if $d(c_1) = 0$). For a subsequent position $j'$, we add $S[j']$ into $L_{j'+1}$ if and only if $S[j']$ is not in $L_j$ and $S[j']$ corresponds to a marked class (line 19 in Algorithm 3). This implementation allows that all elements of L in time $O(|S| + |P| + D(P))$.

The values of R elements can be computed in the reverse order of j in a similar way. Therefore, the total time complexity of the insert operation equals $O(|S| + |P| + D(P))$.

We can achieve additional memory savings by running LD on the resulting S. Since the time complexity of LD is $O(|S| + \sum_{P \in P}(|P| + D(P)))$, we can run it after each insert or delete operation.

VII. Experimental evaluation

A. Combined representations

Algorithms. We compare the algorithms AO, CS, weighted SCS, UpperBound (UB) that simply concatenate all $S(P)$, $P_i \in P$, into a single S, and MajorityMerge (MM) proposed in [6] with (3, 1)-look-ahead extensions [11, 12] (see Algorithm 4). We have also extended the algorithms with the GG heuristic and LD. For each considered algorithm we also evaluate its version extended by additional optimizations. In particular, we extend all algorithms by LD, and additionally extend graph-based algorithms AO and CS by GG.

Methodology. Unfortunately, de-facto standard frameworks to generate filter-based classifiers such as ClassBench [13] do not have class-based level of abstraction and, hence, cannot be used for the declaration of multiple policies based on the same set of classes C. Hence, we experimented on synthetic data produced in a way similar to intended usage:

1) generate sizes of classes from C;
2) pick which classes are non-disjoint;
3) generate a set of policies P on classes from C, with each policy consisting of the same number of classes.
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For simplicity, we assume that each class in every policy is associated with a different action.

For every setting, we performed 100 experiments with random instances and different random seeds (virtually all algorithms are randomized because the topological order on $G$ is not unique in most cases); we show averaged results. Implementation of our experiments is available at [14], and the results are summarized on Fig. 10. The Y-axis in all plots shows the relative overhead $W'/W(c)$, where $W(c)$ is the total size of all classes from $c$; we show relative values of the overhead because absolute values change a lot from instance to instance.

The number of filters in a combined representation significantly depends on the structure of given policies. There are three main characteristics of the input structure: (1) number of intersecting classes, (2) average number of policies that contain a class, (3) total number of policies. We generate inputs with different values of these characteristics. Fig 10a shows how the relative overhead grows as the average number of classes $k$ intersecting with each $c \in C$ increases. In Fig. 10b we vary the number of classes in each policy $|C_p|$. In these experiments each class belongs to $\frac{|C_p|}{|C|} \cdot |P|$ policies on average. The inputs in Fig. 10c consist of various numbers of policies.

The algorithm CS with GG and LD postprocessing (the strongest combination in our experiments) outperforms other algorithms regardless of input characteristics; this confirms our hypothesis that this algorithm is the best choice for a vast majority of inputs with different policy structures. Evaluations also show that CS with GG and LD constructs a representation with only 20-50% of the filters in duplicated instances of classes compared to representations where policies are stored separately. In what follows we describe our evaluation results for all algorithms in detail.

**Additional optimizations:** The evaluations show that class sharing introduces substantial savings, and changes the linear behavior to nearly logarithmic in Fig. 10.c; even UB with LD reduces the overhead for additional instances of classes (e.g., by 23-63% in Fig. 10a); still it is worse than the other considered algorithms. Additional optimizations are especially effective for UB, SCS, and AO algorithms saving up to 52%, 38%, and 47% respectively in the second set of experiments (see Fig. 10b); CS can be also improved by additional optimizations, but in this case its effect is not substantial (at most 17% in all experiments) since produced results are close to local minimum. Comparing SCS with and without LD in Fig. 10a where the former remains constant, one can see how exploiting partial orders can significantly affect optimization results, and how the effect diminishes as classes start to intersect more ($k$ increases in Fig. 10a); this is due to optimality of SCS in the case of linear orders.

**AO:** In the third set of experiments (see Fig. 10.c), AO without optimizations outperforms UB without optimizations by up to 45% (see Fig. 10.b) but performs up to 1.7 times worse than CS without optimizations. In the first and second set of experiments, AO without optimization always performs worse than MM without optimizations (see Fig. 10.a-b). The main reason for this is a low resolution of AO adding for every class $c$ either a single instance of $c$ or a separate instance for every policy containing $c$. CS is proposed specifically to overcome this limitation.

**CS:** This algorithm significantly outperforms other evaluated algorithms. Moreover, CS without optimizations constructs
Fig. 11: Experiments with dynamic updates: (a) insertion scenario; (b) removal scenario; (c) replacement scenario.

B. Dynamic updates

Algorithms. In this part we evaluate insert/remove operations introduced in Section VI and compare the following three variations:

1. DYN1 applies LD after each insert/remove operation;
2. DYN2 applies LD only after all operations;
3. DYN3 never apply LD.

Denote by \( \mathcal{P}_f \) a set of policies after all applied dynamic operations. We compare \( \mathcal{S} \) obtained after all operations with offline results of CS with GG and LD calculated on \( \mathcal{P}_f \).

Methodology. We denote by \( \mathcal{P}_s \) a set of policies just before dynamic operations. In all our experiments we first choose a final set of policies \( \mathcal{P}_f \) in the same way as for the algorithms in the offline case. Then we generate an initial set of policies \( \mathcal{P}_s \), and for \( \mathcal{P}_s \) we construct \( \mathcal{S} \) by CS with GG and LD, then we apply insert/remove operations one by one in a random order transforming \( \mathcal{P}_s \) into \( \mathcal{P}_f \).

We evaluate three different scenarios, each scenario defined by the method constructing \( \mathcal{P}_s \) from \( \mathcal{P}_f \):

1. insertion scenario (Fig. 11a): generate \( \mathcal{P}_s \) by removing classes from \( \mathcal{P}_f \), and then run dynamic updates to insert back the removed classes until we get \( \mathcal{P}_f \);
2. removal scenario (Fig. 11b): generate \( \mathcal{P}_s \) by inserting new classes to \( \mathcal{P}_f \), and then run dynamic updates to remove classes until we get \( \mathcal{P}_f \);
3. replacement scenario (Fig. 11c): obtain \( \mathcal{P}_s \) by replacing a certain number of classes in each policy of \( \mathcal{P}_f \), and run dynamic updates to remove classes that are in \( \mathcal{P}_s \) and not in \( \mathcal{P}_f \) and insert classes that are in \( \mathcal{P}_f \) and not in \( \mathcal{P}_s \).

All policies in \( \mathcal{P}_f \) (or in \( \mathcal{P}_s \)) have the same number of classes. In all experiments \(|C| = 100, |P| = 5, |k| = 10\).

As we can see in Fig. 11, the usage of LD is extremely important after modification operations. In the case of class removals (Fig. 11b), one can apply LD after all operations, and the result will stay the same. In the insertion scenario (Fig. 11a), if no more than 25% of new classes are added (i.e., the \(|C_f|\) is at least 60), running LD after every operation (DYN1) do not introduce additional gains versus running LD after the whole batch (DYN2). Otherwise, the results become worse if we apply LD after all inserts, e.g., the difference goes up to 4% as we decrease \(|C_f|\) (see, again, Fig. 11a); the algorithm that never uses LD (DYN3) looses in all scenarios, e.g., by 17% in the removal scenario in Fig. 11b, \(|C_f| = 85\), and much more as we increase \(|C_f|\).

In the scenario with 8 replaced classes in each policy (see Fig. 11c) the number of filters in duplicated class instances in the output is at most 14% larger than in the case of CS with GG and LD. Finally, the algorithm DS constructing \( \mathcal{P}_f \) with dynamic inserts from scratch (\(|C_f| = 0\) in Fig. 11a) builds a combined representation that has 19% more filters in duplicated class instances then CS with GG and LD. On the other hand, the time complexity of DS is significantly smaller than the time complexity of CS with GG and LD; hence, DS can be used as the offline algorithm constructing \( \mathcal{S} \) in cases when time complexity of constructing the representation is a bottleneck. Note that DS does not provide any guarantees on the resulting \( \mathcal{S} \) even for \( \mathcal{P} \) that does have an ideal representation.

Our evaluation study confirms the usefulness of class-based abstractions in optimization of policy classifiers both based on sequences and partial orders of classes, but the former perform much better. In the offline case, CS with GG and LD significantly outperform all other evaluated algorithms. The proposed algorithm for dynamic updates implements the fundamental trade-off between the number of filters in duplicated class instances and the time spent on the construction of resulting representations.

VIII. PREVIOUS WORK

Finding efficient representations of a single instance of a packet classifier is a well-known problem. Approaches to this problem fall into two major categories: software-based and hardware-based solutions. These solutions mainly span three techniques: decision trees, hashing, and coding-based compression [15]–[20]. In decision trees, finding a matching filter is based on tracing a path in a decision tree (e.g., [15]); however, there is an inherent tradeoff between space and time.
complexity in these approaches. Hash-based solutions that match a packet to its possible matching filters have also been considered [17]. Other works discuss efficient hardware implementations that have no native representation. E.g., TCAMs have no native support for ranges, so one has to translate ranges into TCAM-friendly prefix matching representations [18]–[22]. Unfortunately, in most cases these methods apply only to filters with a limited number of fields or perform poorly as it increases. The works [23]–[28] exploits structural properties of classifiers, in particular order-independence, to create equivalent classifiers with a fewer number of fields. Representations of order-independent classifiers as Boolean expressions and the relation to the MinDNF problems studied in [29]. In [30], per-flow per-policy class state is implemented when the same policy can be attached to multiple flows. In general, the previous works mostly concentrate on optimizing a single instance of policy classifier, whereas we concentrate on combined optimizations of multiple different policies. The problem of splitting a policy into several lookup tables while minimizing the maximal local table size has been broadly studied in [31], [32] and found to be an intractable optimization problem. The main contribution of [33] is an optimal algorithm with linear time complexity that can handle dynamic fields at the price of a single bit of metadata prepended to every packet. The work [34] introduces the notion of classification with a controlled error allowing to trade the classification accuracy for the additional efficiency of classifier representations. Note that all these proposals are orthogonal to our combined policy representations and can be used alongside with it.

The FVS and especially the SCS problems are among classical NP-complete problems, with plenty of research devoted to them. In particular, the work [35] presents general ideas of “splitting” vertices that we extend here. [36] proves hardness results for SCS and similar problems, though [37] studies parameterized complexity and shows that SCS problem is already W[1]-hard. The work [38] presents approximation results for SCS(2,k) and SCS(2,3) that also employ a reduction to the FVS problem. The work [39] presents Reduce-Expand technique that is effective only for SCS instances in which the same characters often appear in the same strings. [12] surveys practical SCS heuristics.

**IX. CONCLUSION**

In this work, we exploit new alternatives to optimize policy classifiers, introducing novel techniques that operate on the inter-policy level. We show how to share classes among policies and analyze the proposed algorithms analytically. Our evaluation study has shown significant gains from sharing classes and using partial policy orders on a single network element, varying the structural properties of represented policies on a single network element.

**APPENDIX**

*Proof of Theorem 8.* The proof is by reduction from the WFVS problem [7]. For a directed weighted on vertices graph $G = (V, E)$ we construct $P = \{P_1, P_2\}$ such that $\mathbb{S}$ with a minimal overhead corresponds to FVS in $G$ with the minimal total weight.

For each vertex $v_i \in V$, we create three classes: an input class $c_i^1$, a middle class $c_i^2$, and an output class $c_i^3$. For each edge $(v_i, v_j) \in E$ we create a class $c_{i,j}$. The size of input classes is equal to the weights of the corresponding vertices in $G$, the size of all other classes is equal to the total weight of all vertices in $V$ plus 1. For each $v_i \in V$, the class $c_i^2$ intersects with both $c_i^1$ and $c_i^3$. For each $(v_i, v_j) \in E$, the class $c_{i,j}$ intersects with both $c_i^3$ and $c_j^1$. All other classes are pairwise disjoint. Each class in every policy is associated with a different action. The policy $P_1$ contains the classes $c_i^1, c_i^2$ for each $v_i \in V$ and classes $c_{j,k}$ for each $(v_j, v_k) \in E$. The partial order of $P_1$ is defined as follows: for each edge $(v_i, v_j) \in E$: $c_i^2 \prec_x c_i^1 \prec p_i$ and $c_{i,j} \prec x c_i^1$. The policy $P_2$ consists of all classes $c_i^3, c_i^2, c_i^1$ for each $v_i \in V$. The partial order of $P_2$ is defined as follows: for each $v_i \in V$: $c_i^1 \prec p_i c_i^2 \prec p_i c_i^3$. Figure 12 illustrates the reduction from FVS to PSP for a graph $G$ consisting of four vertices.

Each feedback vertex set $V_F$ in a graph $G$ corresponds to FVS $V_{G^{PSP}}$ in a joint graph $G^{PSP}$ for $P_1, P_2$: $v_i \in V_{G^{PSP}} \equiv v_i \in V_F$. Since the size of each non-input class is bigger than the weight of all vertices in $G$, an optimal FVS in $G$ corresponds to the optimal FVS in $G^{PSP}$. Each valid $\mathbb{S}$ corresponds to FVS in $G^{PSP}$ consisting of the classes appearing twice in $\mathbb{S}$. On the other hand, each FVS in $G^{PSP}$ produces a valid $\mathbb{S}$ by AO. In the case of two policies $W^* (\mathbb{S})$ is equal to the weight of the corresponding FVS in $G^{PSP}$. Thus, the algorithm for PSP on two policies finds an optimal FVS in $G^{PSP}$ and $G$. \hfill $\Box$
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I. INTRODUCTION

Exact computations may require excessive resources. Approximate computing deals with potentially inaccurate computations helping alleviate resource constraints [1]. In this paper we generalize a classical packet classification problem (the exact case), where each rule is composed from a ternary bit string and an action; since rules can overlap they have priorities and the first matched rule is returned for an incoming packet. There is a long line of research exploring various optimization methods to find semantically equivalent packet classifiers, where each header matches the same action in an originally given and optimized classifiers [2], [3], [4]. In this work we consider the case when semantically equivalent classifiers fail to achieve desired optimization results and introduce approximate representations of packet classifiers allowing to “multiplex” multiple actions. This additional level of flexibility allows to improve resource requirements by still keeping desired level of accuracy.

Majority of proprietary heuristics optimizing packet classifiers can be reduced to well-known operators minimizing the size of Boolean expressions [5], [6]. Unfortunately, using these operators for the approximate case can lead to exponential number of the considered variants. To avoid this complexity, we generalize the basic operators (used in the exact case) to the approximate case and study the properties of different operation sequences that significantly simplify optimization process and achieve better optimization results. In the case of prefix classifiers with LPM priorities, we show how to generalize the algorithm eLP [7], [8] that constructs a classifier with minimal number of entries to the approximate case. As a byproduct, we improve its time complexity by a factor of α, where α is the number of different actions in an input classifier.

II. MOTIVATING EXAMPLES

We begin with two motivating examples that introduce the idea of approximate representations. First, consider a common situation when the rules of a classifier map headers to a quantitative characteristic, e.g., desired latency, which is further aggregated into service classes which the packets are classified into. E.g., on Fig. 1a values 1-3 are mapped to the Gold class; 4-6, to Silver. The classifier in Fig. 1a is irreducible with respect to semantic equivalence: no smaller classifier maps exactly the same headers to the same classes.

However, let us consider “borderline” rules between service classes. Suppose that we can allow packets falling under R4, which currently maps to Silver but has value 4, very close to the lower bound of the Gold class, to be associated with either Gold or Silver classes. In this case we can perform further optimizations, associating R4 with Gold or Silver to better reduce the classifier; Fig. 1b shows how R4 can be merged with R2 and replaced by R24 that maps to Gold.

We can take the approximation one step forward. Since R3 has value 3, which is very close to the upper bound of the Silver class, we can allow R3 to associate with Silver (Fig. 1c), and classifier optimization can now exploit this additional flexibility, merging R2 with R3 to get R31. In general, Fig. 1 illustrates the fundamental tradeoff between accuracy and efficiency in approximate classifier representations.

Note that even in this specific example, not only borderline rules between different classes may be extended with additional actions. Although R0 maps to 6, very far from the lower bound of the Gold class, it might still be allowed to extend R6 with the Gold option due to some additional considerations. For instance, if we know a priori that required bandwidth for the traffic classified by R6 is relatively small compared to the total volume of Gold traffic, we might be able to afford this approximation anyway.

The second motivating example is of a different nature, showing that approximate classifier representations are a much more general tool. The scalability problem of forwarding tables (FIBs) is a largely unsolved problem to date [9]. One can run a third-party process that estimates the “quality” of different paths for the header space covered by a given traffic matrix. It turns out that by exploiting approximate
representations and extending the actions of already computed FIBs with acceptable alternatives (based on the “quality” of estimated paths), we can often reduce the classifier size.

The exact classifier in Fig. 2a is irreducible and consists of 6 entries. For instance, the header $H = (0,1,1,1)$ is classified by $R_1$ and follows path of length 3. If we allow $R_2$ to redirect traffic through the port $P_1$, the optimization process will be able to reduce two entries. Now headers classified by $R_3$ will be transmitted through the port $P_1$, and other headers will not be affected. In particular, the header $H$ in Fig. 2c now follows another path with the same length.

### III. Model Description

We begin with the basic notions. A packet header $H = (h_1, \ldots, h_n)$ is a sequence of bits $h_i \in H$, $h_i \in \{0,1\}$, $1 \leq i \leq w$: e.g., $(1 \ 0 \ 1 \ 0)$ is a 4-bit header. A filter $F_i = (f_1, \ldots, f_w)$ is a sequence of $w$ values corresponding to bits in the headers, but the possible values are now 0, 1, or * (“don’t care”). A rule $R_i = (F_i, A_i)$ consists of a filter $F_i$ and a pointer to the corresponding action set $A_i$. A header $H$ is matched by a filter $F$ (or by a rule $R = (F, A)$) if for every bit of $H$ the corresponding bit of $F$ has either the same value or *.

A classifier $K = \{R_1, \ldots, R_N\} < \prec$ is an ordered (by $\prec$) set of rules. If multiple rules match a header, the rule with the highest priority is preferred, and we say that $H$ is classified by $R$ (or its filter). The classifier finds the classifying action for a given header. We assume that every classifier contains a “catch-all” rule $R_\perp$ at the end, matching all headers unmatched by other rules; $R_\perp$ has a unique action $D$ that no other rule has.

**Example 1.** In the following classifier with $w = 4$, $H = (0 \ 1 \ 1 \ 0)$ matches $R_1, R_4, R_5, R_6$, so $H$ is classified by $R_1$.

$$
\begin{array}{|c|c|c|c|c|}
\hline
 & \#1 & \#2 & \#3 & \#4 \\
\hline
K & A_1 \& A_4 & A_2 & A_3 & A_4 \\
R_1 & 0 & 1 & 1 & 0 \\
R_2 & 1 & * & 1 & 0 \\
R_3 & 1 & 0 & 0 & * \\
R_4 & 1 & 0 & 1 & * \\
R_5 & 0 & * & * & 0 \\
R_6 & * & * & * & D \\
\end{array}
$$

We say that a rule $R_i$ covers a rule $R_j$ if all headers that match $R_j$ also match $R_i$. $R_\perp$ always covers all other rules. Two rules $R_i, R_j$ intersect ($R_i \cap R_j \neq \emptyset$) if there exists a header matched by both rules. In Example 1, $R_4$ covers $R_1$, while $R_2$ and $R_3$ intersect.

The notion of exact and approximate classifiers is central for this work. We say that a classifier $K$ is exact if for each rule $R_i \in K$, $A_i$ consists of a single element; otherwise, $K$ is approximate. Exact classifiers are a traditional way to represent packet classifiers. Approximate classifiers are a generalization where $A_i$ represents multiple options that can be taken for the matched rule. In Example 1, the filters of the classifier combined with the action sets in Exact and Approx columns form the exact $K_e$ and approximate $K_a$ classifiers, respectively. E.g., if classifiers represent forwarding tables, action set $A_i = \{A_1, A_4\}$ means that a packet can be transmitted through either $A_1$ or $A_4$. Note that in this case $A_1 = \{A_1, A_4\}$ does not represent possibilities for load balancing but adds options for an optimization process whose output is always an exact classifier. We say that a classifier $K'$ is approximately equivalent to a classifier $K$ if for every header $H$, the classifying action set $A' \in K'$ is a subset of the classifying action set $A \in K$. In Example 1, the classifier $K_e$ is approximately equivalent to $K_a$.

### IV. Basic Operators

In this section, we show basic operators reducing the number of entries in exact and approximate classifiers.

**A. Classifiers as Boolean Expressions**

Optimization methods that minimize the required space for classifiers [2], [3], [4] usually can be reduced to methods minimizing size of Boolean expressions. There are two main cases here. If no pair of rules intersect then the classifier represents a Boolean formula in DNF, with every filter as a clause. The MinDNF problem (minimizing DNF size) has been extensively studied in complexity theory. In theory, it is NP-complete ($\Sigma^p_2$-complete), with some inapproximability results as well [5], [6]. In practice, classical heuristics for MinDNF are based on Karnaugh maps.

In the order-dependent case, rule priorities can be encoded with circuits of depth 3 with OR–AND–OR alternation, i.e., $AC^0$ circuits of depth 3. However, even in the order-independent case there is no tractable algorithm minimizing Boolean expressions, so we cannot hope for polynomial optimal algorithms minimizing size of classifiers. Existing heuristics include a set of basic operators applied to a classifier while possible. They consist of two major blocks: basic operators and an optimization process that constructs a sequence of basic operations to reduce the classifier.

**B. Generalized basic operators**

Usually, three basic operators are considered in the scope of packet classifiers [4] since they have the right balance between operational complexity and applicability. These basic operators decide when a rule can be removed or replaced by another rule. Here, we further generalize them for the approximate case.

---

**Fig. 2.** Approximate computing in routing.

(a) Exact irreducible FIB
(b) Approximate FIB: $R_2$ can choose $P_1$ or $P_2$
(c) Optimized approximate FIB

---
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If action sets consist of a single action, they can be directly applied to exact classifiers.

**Example 2.** Through this example we will use the following classifier as a running example. Actions in the Exact column correspond to the exact classifier \( K_e \); the Approx column corresponds to the approximate classifier \( K_a \):

<table>
<thead>
<tr>
<th>( K )</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>Exact</th>
<th>Approx</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>( A_1 )</td>
<td>( A_1 )</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>( A_1 )</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>( A_2 )</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_4 )</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>( A_1 )</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>( A_2 )</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_6 )</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>( A_2 )</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>( R_7 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>( A_3 )</td>
<td>( A_3 )</td>
</tr>
<tr>
<td>( R_{11} )</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>( D )</td>
<td>( D )</td>
</tr>
</tbody>
</table>

**Forward Subsumption** \( \mathcal{F}(R_i) \). This operator removes all unreachable rules and does not depend on the structure of action sets. Formally, a rule \( R_i \in K \) can be removed if there exists a rule \( R_j \prec R_i \) that covers \( R_i \). Since forward subsumptions do not depend on actions, the resulting classifier is approximately equivalent to the original. In Example 2, \( R_7 \) can be removed since \( R_6 \) covers it.

**Backward Subsumption** \( \mathcal{F}(R_i) \). Sometimes a rule can still be removed if it is covered by a rule with lower priority. Formally, \( R_i \in K \) can be removed if the following conditions hold:

1) there is a rule \( R_j \succ R_i \) that covers \( R_i \) such that their action sets \( A_i \) and \( A_j \) intersect;
2) for every rule \( R_i \in K \) such that \( R_i \prec R_j \succ R_i \) and \( R_i \cap R_j \not= \emptyset \), the intersection of \( A_i \) and \( A_j \) is also nonempty; after applying backward subsumption, we set \( A_i : = A_i \cap A_j \) for each such rule.

If several \( R_j \) are possible, we choose \( R_j \) with the largest priority.

In Example 2 (approximate case), \( R_1 \) can be removed by backward subsumption since it is covered by \( R_4 \), and even though \( R_1 \) intersects with \( R_2 \) they have intersecting action sets. Note that the \((0 \ 1 \ 0 \ 0)\) that was previously classified by \( R_1 \) will now be classified by \( R_2 \), so we replace \( A_2, A_4 \) by the sets \( A_2 \cap A_4 = \{A_1\} \) and \( A_4 \cap A_1 = \{A_1\} \). The exact case is very similar but now action sets of rules \( R_1, R_2, R_4 \) are equal, therefore, this operation is allowed.

**Resolution** \( R_i' = \mathcal{R}(R_i, R_j) \). This operator comes from propositional proof theory: in propositional logic, expressions \( (x \land C) \lor (\bar{x} \land C) \) and \( (x \lor C) \land (\bar{x} \lor C) \) are both obviously equivalent to \( C \) and can be simplified to \( C \).

Two rules \( R_i \prec R_j \) can be combined and replaced by a new rule \( R_i' \) (in place of \( R_i \) in the list) if:

1) filters \( F_i \) and \( F_j \) coincide in all bit indices except \( k \), and the \( k \)-th bit is not * in \( F_i \) or \( F_j \) (when it is, subsumption applies);
2) the set \( A_i' = A_i \cap A_j \cap \bigcap_{t : R_i \prec R_j} R_t \cap R_i \not= \emptyset \) \( A_i \) (intersection of action sets over all intersecting rules) is nonempty; after applying resolution we set \( A_i : = A_i' \).

In Example 2, \( F_3 \) and \( F_5 \) differ only in the first bit. In the approximate classifier, we can apply \( R_5' := \mathcal{R}(R_3, R_5) \) since action sets of \( R_3, R_4, R_5 \) are all equal to \( \{A_1, A_2\} \); in the exact case, however, we would not be able to apply \( \mathcal{R}(R_3, R_5) \) since actions for \( R_4, R_5 \) differ.

Both subsumption operators are unary operators (removing one rule, and resolution is a binary operator (replacing two rules with one). Applying the introduced operators to exact and approximate classifiers in Example 2 leads to classifiers with six and four rules, respectively.

**C. Why to generalize**

In general, we can choose a single action for every rule in an approximate classifier, and each such combination is an exact classifier. In this way we could exploit already existing heuristics applicable to previously studied basic operators in the exact case. The problem is not only the exponential number of different exact classifiers but also that generalized versions of the basic operators extend their applicability.

**Example 3.** We show two approximate classifiers, where generalized operators can achieve better results than even brute-force search over all exact classifiers.

<table>
<thead>
<tr>
<th>( K )</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>( A_1 )</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>( R_4 )</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>( D )</td>
</tr>
</tbody>
</table>

Applying approximate operators in this classifier, \( R_1 \) can be removed by backward subsumption: \( R_4 \) covers \( R_1 \), and all necessary conditions hold. On the other hand, in neither of the four possible exact specializations of \( K \) we can reduce \( R_1 \) or any other rule.

Similarly, for the following classifier two resolution operations can be applied, \( \mathcal{R}(R_1, R_5) \) and \( \mathcal{R}(R_2, R_4) \), but in any exact case only one of them remains:

<table>
<thead>
<tr>
<th>( K )</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>1</td>
<td>( A_1 )</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>( A_1, A_2 )</td>
</tr>
<tr>
<td>( R_4 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>( A_1 )</td>
</tr>
<tr>
<td>( R_5 )</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>( D )</td>
</tr>
</tbody>
</table>

**V. Properties of Heuristics**

An optimization process consists of a set of basic operators (that we have introduced above) and a heuristic that chooses a sequence of applied operations (operation sequence). In this section we study properties of operation sequences to improve optimization results and reduce the time complexity of considered heuristics.

By definition, each applied operation removes exactly one rule, so after an operation sequence \( S \) on a classifier \( K \) the optimized classifier has \( |K| - |S| \) rules. Therefore, considered heuristics can shift from minimizing number of rules to maximizing length of a constructed operation sequence. A sequence of applied operations is optimal if its length is maximal among all other sequences. Similarly, an operation sequence \( S \) is extensible, if \( S \) can be appended with additional
operations; otherwise, $S$ is inextensible. An optimal sequence is always inextensible, but there are suboptimal inextensible.

**Example 4.** The following example shows that different operation sequences even in the exact case can lead to different results.

<table>
<thead>
<tr>
<th>$P$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>0</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>0</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_{\perp}$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$D$</td>
</tr>
</tbody>
</table>

Here, we can apply either forward subsumption $F(R_4)$ or resolution $R = R(R_3, R_4)$ followed by another resolution $R(R_3, R)$. Both operation sequences are inextensible, but only one of them is optimal, and forward subsumption cannot lead to new operations.

Example 4 shows that a combinatorial search for optimal operation sequences is a hard problem even in the exact case. Therefore, in what follows we will study a specific fixed set of operations applicable to the original classifier. If we can find the longest operation sequence among a reasonably wide class of such sets, it will provide us with a lower bound on the length of the optimal operation sequence.

We denote by $O$ a set of operations applicable to the initial classifier that does not contain conflicting operations using the same rule: that is, if there are multiple operations applicable to the same rule we choose one of them. Note that there can be many different $O$ for the same classifier $K$; at this point we fix $K$ and one specific $O$. Operations in $O$ implicitly depend on each other; for example, a resolution operation can create a new possible rule that will intersect with another rule in backward subsumption. We make one additional assumption: if for some rule $R_i$ both $F(R_i)$ and $B(R_i)$ are applicable in the original classifier, we assume that $O$ contains $F(R_i)$ since it makes no sense to apply backward instead of forward subsumption.

**A. Operation sequences in the exact case**

The following theorem shows that in the exact case, we can apply all operations in $O$ regardless of these implicit dependencies. Later we will see that in the approximate case maximal sequences on $O$ have a more complex structure. Despite the popularity of Boolean minimization in the exact case, we look only on operations applicable to the original classifier, and it makes to sense to apply resolution instead of subsumption if both apply. We ignore all resolutions that conflict with a chosen subsumption rule. On the other applicable resolutions, we construct a bipartite graph $G = (V_0, V_1, E)$: the set of vertices $V_0$ contains rules whose filters have even number of bits with value 1, $V_1$ consists of rules with odd number of such bits, and edges consist of possible resolutions, i.e., each resolution connects a vertex from $V_0$ with a vertex from $V_1$ in $G$. Edges in a maximal matching in $G$ form a maximal set of non-conflicting resolutions that can be added to $O$. A maximal matching can be found in time $O(N^2 + C_R \cdot \min(N, C_R)^{5/2})$.

So far, we have seen that while finding the best possible operation sequence is always hard, in the exact case it is relatively easy to construct a maximal set of non-conflicting operations $O$ that can be applied to the original classifier. Next we turn to the approximate case.

**B. Operation sequences in the approximate case**

In the approximate case, $O$ can increase compared to the exact case since generalized operations are applicable more often (recall Example 3). But unlike the exact case, Theorem 1 does not hold for the approximate case, and an operation sequence of length $|O|$ is not guaranteed to exist.

**Example 5.** Operations from $O$ are not always applicable together.

<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>$A_1, A_2$</td>
</tr>
<tr>
<td>$R_3$</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>$A_1, A_2$</td>
</tr>
<tr>
<td>$R_4$</td>
<td>0</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$R_{\perp}$</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>$D$</td>
</tr>
</tbody>
</table>
For instance here, we can apply resolution $R(R_2, R_4)$ or backward subsumption $B(R_1)$, but we cannot apply both since otherwise $A_2$ would become empty.

The complexity of constructing the longest operation sequence on $O$ arises from backward subsumptions.

**Theorem 2.** A maximal sequence of applicable operations from $O$ can be found in polynomial time if $O$ consists of forward subsumptions and resolutions.

**Proof.** Apply all operations from $O$ as follows: first all forward subsumptions, then all resolutions applied in the order of decreasing priority of the top rule.

But if $O$ has backward subsumptions then finding the longest sequence turns into an intractable problem.

**Theorem 3.** Finding a maximal sequence of applicable backward subsumptions from $O$ is an NP-complete problem; moreover, it is not approximable up to a constant factor in polynomial time.

**Proof.** We reduce the Maximal Independent Set problem: by a graph $G = (V, E)$ we construct a classifier where every possible sequence of applied backward subsumptions will correspond to an independent set of $G$. We denote $n = |V|$ and $m = |E|$. The classifier will consist of $2n + m$ rules. The first $n$ rules $R_1, \ldots, R_n$ and last $m$ rules $R_{n+m+1}, \ldots, R_{2n+m}$ correspond to vertices, and the $m$ rules in the middle correspond to edges. A rule $R_i$ for $1 \leq i \leq n$ is covered by a rule $R_{n+m+i}$ and additionally it intersects exactly those rules that correspond to the edges adjacent to $v$. For all rules $R_i$ that correspond to vertices their $A_i$ will contain a special action $A_0$. For each edge $e = (u, v)$, we create two actions $A_{e, u}$ and $A_{e, v}$: action sets for rules corresponding to $u$ contain $A_{e, u}$; to $v$, $A_{e, v}$; to $e$, both. In this construction, for any edge $e = (u, v)$ backward subsumptions on the rules corresponding to $u$ and $v$ are allowed separately but not together, and this implies that the set of applied backward subsumptions corresponds to an independent set in $G$, and finding the largest such set is equivalent to finding the largest independent set.

**C. How to extend operation sequences**

So far we have studied properties of operation sequences constructed on a set $O$ of initially non-conflicting operations for both exact and approximate cases. In this part, we study the properties of optimal operation sequences in the approximate case. The following structural property of operation sequences allows us to reduce the space of operation sequences considered to find the longest (optimal) one.

**Lemma 1.** For an operation sequence $S$, there exists another operation sequence $S'$ that satisfies the following:

1) $S'$ consist of the same operations, but a backward subsumption $B(R)$ can be changed to a forward subsumption $F(R)$;
2) resolutions and forward subsumptions are applied before backward subsumptions;
3) backward subsumptions $B(R)$ are applied in the reverse order of the priorities of $R$;
4) for each rule $R_i$, its final action set $A_i$ obtained after $S$ is applied is a subset of the action set $A_i'$ after $S'$ is applied.

Due to the space limits, the proof of Lemma 1 is omitted. Lemma 1 immediately implies the following corollary.

**Corollary 2.** There exists an optimal operation sequence where all resolutions and forward subsumptions are applied before backward subsumptions, and all backward subsumptions are applied in the increasing order of priorities of their rules.

The impact of this transformation is that after changing an operation sequence $S$ to such an $S'$, inextensible sequences may become extensible, as the following example shows.

**Example 6.** Suppose that in Example 2, we apply $F(R_7)$ followed by $B(R_1)$ and then $R'_5 = R(R_3, R_5)$, getting the following classifier:

<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$A_1$</td>
<td></td>
</tr>
<tr>
<td>$R_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$A_1$</td>
<td></td>
</tr>
<tr>
<td>$R_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$A_1$</td>
<td></td>
</tr>
<tr>
<td>$R_5$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$A_2$</td>
<td></td>
</tr>
<tr>
<td>$R_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D$</td>
<td></td>
</tr>
</tbody>
</table>

But if we applied $R'_5 = R(R_3, R_5)$ before $B(R_1)$, we would have $A'_5 = \{A_1, A_2\}$. Therefore, we can apply $R(R'_3, R_5)$ and get the following classifier:

<table>
<thead>
<tr>
<th>$K$</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$A_1$</td>
<td></td>
</tr>
<tr>
<td>$R_3$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$A_2$</td>
<td></td>
</tr>
<tr>
<td>$R_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$A_1$</td>
<td></td>
</tr>
<tr>
<td>$R_6$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$D$</td>
<td></td>
</tr>
</tbody>
</table>

This observation allows us to improve optimization results: if we have obtained an inextensible operation sequence $S$ that does not satisfy the conditions of Lemma 1, we can transform it into a new sequence $S'$, as explained in the constructive proof of Lemma 1, and $S'$ may become extensible.

In this section, we have seen algorithms that try to construct an optimal operation sequence from a set of applicable operations $O$. They are guaranteed to find a maximal sequence only in special cases, and it is a hard computational problem in general. Still, in many practical situations algorithms presented here work well, and we have also introduced a heuristic for further optimization that reorders operations.

**VI. APPROXIMATE LPM CLASSIFIERS**

So far we considered a general case where each filter is a ternary bit string. Since minimizing a given classifier is an intractable problem, we defined our optimization process as constructing a maximal sequence over a predefined set of operators. There is, however, an important special case when all rules are prefixes ordered with longest-prefix-match (LPM) priorities; now the alphabet is binary, and the first * is just a delimiter that defines prefix length.
In the exact case, the works [7], [8] introduce the algorithm eLP that computes a minimal LPM classifier in time \( O(N \cdot w \cdot a) \), where \( N \) is the number of rules in the input, \( w \) is the classification width (in bits), and \( a \) is the number of different actions. In this section, we show how to generalize eLP to the approximate case while preserving optimality: we call the generalized version aLP. As a side effect, we improve the time complexity of eLP to \( O(N \cdot w) \).

A. The eLP Algorithm

We begin by briefly explaining the basic intuition behind eLP [7], [8]. First, the filters of all rules from the input classifier \( K \) are organized in a binary prefix trie \( T_o \) (Fig 3a-b). Note that prefixes of rules in \( K \) do not necessarily end in leaves, and not every internal node in \( T_o \) has two sons. To avoid prefixes in internal nodes of \( T_o \), eLP pushes them to leaves, extending the trie to \( T_e \) as follows: each node with a single child is complemented with another one; for each added leaf \( x \) its corresponding rule inherits the action from \( x \)'s closest ancestor with rule (see Fig 3c). As a result, in \( T_e \) only leaves correspond to rules. We denote by \( T_o(x) \) a subtree of \( T_o \) rooted in \( x \); by \( T_e(x) \), the corresponding subtree of the extended trie. Both \( T_o(x) \) and \( T_e(x) \) represent equivalent classifiers. \( T_e(x) \) can have more corresponding rules than \( T_o(x) \) but one can show that optimal classifiers for \( T_o(x) \) and \( T_e(x) \) are the same.

We denote by \( R_x \) a rule that will be created for a node \( x \in T_e \) with an action \( A_x \). The algorithm eLP is based on the following process. Let \( l \) and \( r \) be the left and right children of a node \( x \in T_e \). Consider already computed optimal classifiers \( K_l \) and \( K_r \) corresponding to \( T_o(l) \) and \( T_o(r) \) respectively. Now:

- \( K_x = K_l \cup K_r \cup \{ R_x \} \);
- if \( A_x = A_l \), remove \( R_l \) from \( K_x \);
- if \( A_x = A_r \), remove \( R_r \) from \( K_x \).

It can be shown that the resulting classifier \( K_x \) is optimal.

Denoting by \( f(x, A_x) \) the size of the optimal classifier \( K_x \), we get the following recurrent expression:

\[
    f(x, A_x) = \min_{A_l, A_r} \left(f(l, A_l) + f(r, A_r) + 1 - |A_l = A_x| - |A_r = A_x|\right)
\]

To implement this process, eLP maintains in each node \( x \in T_e \) an explicitly computed list \( L(x) \) of actions \( A \) that minimizes \( f(x, A) \). The list \( L(x) \) can be calculated from \( L(x_l) \) and \( L(x_r) \); if \( L(x_l) \cap L(x_r) \neq \emptyset \) then \( L(x) = L(x_l) \cap L(x_r) \) (in this case, the corresponding rules in classifiers for \( x_l \) and \( x_r \) have the same action, and this action will be chosen for the last rule of a classifier at node \( x \)), otherwise \( L(x) = L(x_l) \cup L(x_r) \) (in this case the rules for \( x_l, x_r \) have different actions, and one of them will be chosen for \( x \)).

Note that originally, the work [7] only defined the eLP algorithm; subsequent complexity analysis in [8] showed that it runs in time \( O(N \cdot w \cdot a) \). In the following, we will show how to generalize eLP to the approximate case and remove the \( a \) factor from the complexity bounds for the exact case.

B. Optimality in the approximate case

Let us generalize eLP to the approximate case; we call the new algorithm aLP. Suppose that all \( A_i \) are given as lists of actions, and actions appear in these lists in the same order. The above process for deciding which rules to add or remove remains unchanged. In the approximate case, the recurrence relation for \( f(x, A) \) still equals the size of the optimal classifier \( K_x \). Now actions can be recovered up to sets \( A_i \).s. This modification does not change \( f(x, A) \) and does not affect reconstruction rules for \( L(x) \) in internal nodes of \( T_e \). Only the definition of \( L(x) \) for leaf nodes changes: \( L(x) = A_i \), where \( R_i \) is the rule corresponding to a leaf \( x \) in \( T_e \). Figure 3 illustrates the aLP algorithm.

**Theorem 4.** For the approximate case, time complexity of aLP is \( O(N \cdot w \cdot l_{\text{max}}) \), where \( l_{\text{max}} = \max_i |A_i| \).

**Proof.** We denote by \( V(T) \) the set of nodes in a trie (or subtree) \( T \subseteq T_e \). The total time complexity of the proposed method is \( O(\sum_{x \in V(T_e)} |L(x)|) \) since union and intersection of sets can be done in linear time. Summing \( |L(x)| \) over all leaves, we get \( O(N \cdot w \cdot l_{\text{max}}) \) since \( T_e \) has \( O(N \cdot w) \) leaves.

Each internal node \( x \) of \( T_e \) also occurs in \( T_o \). For rules corresponding to a node in \( T_o(x) \), all action sets \( A_i \) can participate in the construction of \( L(x) \); among other rules, only one rule can participate in \( L(x) \) – the one that ends in the nearest ancestor of \( x \). Therefore, \( |L(x)| \leq l_{\text{max}} \cdot (s(x)+1) \), where \( s(x) \) is number of nodes in \( T_o(x) \) where some rules end.

Each node in \( T_o \) corresponding to a rule increments \( s(x) \) for at most \( w \) internal nodes, namely its ancestors. Therefore, \( \sum_{x \in T_o} s(x) \leq N \cdot w \). This immediately implies that the sum of \( |L(x)| \) over all internal nodes is \( O(N \cdot w \cdot l_{\text{max}}) \).

Since approximate case degrades to the exact case when \( |A_i| = 1 \), by Theorem 4 we have improved the time complexity of eLP compared to [8, p. 294] by a factor of \( a \), the number of different actions in the original classifier.

VII. Evaluation

In this section we evaluate the efficiency of proposed approaches on LPM and general approximate classifiers. Optimization results depend not only on the quality of optimization
methods but also on classifier structure; we validate the fundamental tradeoff between memory requirements and desired level of accuracy.

A. LPM classifiers

**Heuristics.** We compare two algorithms for minimizing approximate LPM classifiers: aLP from Section VI and aBM for the general case (ternary bit strings with general priorities) which applies the basic operators we introduced. In the general case, by Lemma 1 the heuristic applies forward subsumptions and resolutions while possible, followed by backward subsumptions in reverse priority order.

**Methodology.** We have evaluated our approach on five IPv4 FIB classifiers; Table I shows their most important characteristics. We have made the source code of our simulations available at [10]; unfortunately, due to NDA restrictions we cannot make the classifiers available online. To make an approximate classifier, we extend actions of an exact instance with alternative actions (paths), with actions more common in the exact version appearing more frequently in the approximate instance as well.


Each approximate instance is characterized by two parameters: \( p_A \), the share of rules with alternative paths, and \( l_A \), the number of alternative actions for each rule. For each rule in the selected share \( p_A \), the action set \( A_i \) is extended with randomly selected alternatives until the size of \( A_i \) reaches \( l_A + 1 \). We choose each next action for \( A_i \) with a probability proportional to its number of occurrences in the exact classifier (except for actions already in \( A_i \)).

We denote by \( K_A^{\prime \prime} \) and \( K_A^{\prime \prime \prime} \) the optimized classifiers obtained by running aLP and aBM, respectively, on the original classifier \( K \). The third and fourth columns in Table I show the number of rules in \( K_A^{\prime \prime \prime} \) and \( K_A^{\prime \prime} \) for all five FIBs. For each FIB, we have also constructed a classifier where all possible actions except the default can be chosen as alternative. This is the best case for optimization for a given set of filters; we denote by \( K_A^{\prime \prime \prime} \) and \( K_A^{\prime \prime} \) classifiers optimized with the corresponding algorithms. For all five FIBs, the sizes of \( K_A^{\prime \prime \prime} \) and \( K_A^{\prime \prime} \) are given in the fifth and sixth columns of Table I. During the generation of approximate classifiers, we varied the parameter \( p_A \) from 0 to 1 and \( l_A \) from 1 to 3, running aLP and aBM on each generated classifier.

**Size of optimized classifiers.** Figs. 4(a,d,g) show the number of rules in optimized classifier \( K_A \) as a function of \( p_A \) (plots with \( l_A > 1 \) do not show fib1 curves because the fib1 classifier has only two actions). We see that classifiers optimized by aLP are 10-20% smaller than the same classifiers optimized by aBM. The aLP algorithm wins because it is guaranteed to construct the optimal solution in the class of LPM classifiers. The main advantage of Boolean minimization techniques is their flexibility; they can be used for more general classifiers.

**Savings in comparison to exact optimization.** Plots on Figs. 4(b,e,h) show additional savings \( W(K_A) \) for the optimized approximate classifier compared to the corresponding optimized exact version, i.e., \( W(K_A) = \frac{|K_A^{\prime \prime \prime}|}{|K_A^{\prime \prime}|} \) if \( |K_A| \) was optimized by the aLP algorithm and \( W(K_A) = \frac{|K_A^{\prime \prime \prime}|}{|K_A^{\prime \prime}|} \) in case of aBM. The plots support our theoretical results; the number of rules in optimized approximate classifiers may be significantly smaller, up to 20-50%, than in the optimized exact classifiers. Note that the slope of the curves on the plots for \( W \) is different for different datasets, which is a feature of our procedure for generating alternative actions. Classifiers where a small subset of actions covers a large share of the rules are easier to optimize because alternative actions in \( A \) will be likely chosen from this small subset. The largest slope is for fib1 because it has only two actions, and all rules with alternative actions will have the same pair of actions. We have chosen this generation procedure specifically to show off the effect of different action coverage.

**Comparison to the hypothetical perfect reduction.** Figs. 4(c,f,i) show the savings in the optimized classifier compared to the hypothetical reduction in case when every action was allowed for every rule; in this hypothetical case, the classifier simply serves as a “match/no match” binary filter, distinguishing rules that match at least one rule and rules that are matched by \( R_i \). Obviously, this is the case when the largest reductions are possible; we denote this fraction by \( W^+(K_A) \), defined as \( W^+(K_A) = \frac{|K_A^{\prime \prime \prime}|}{|K_A^{\prime \prime}|} \) for the aLPM algorithm and \( W^+(K_A) = \frac{|K_A^{\prime \prime \prime}|}{|K_A^{\prime \prime}|} \) for aBM algorithm. The plots show how \( W^+ \) grows with \( K_A \). For fib1, this curve goes from \((0,0)\) to \((1,1)\) since if all rules in fib1 have an alternative action then \( A \) for all rules will have the same pair of actions, and the optimized classifier will be the same as \( K_A^{\prime \prime \prime} \) or \( K_A^{\prime \prime} \), i.e., \( W^+ = 1 \). A similar situation occurs with fib4 for \( l_A = 2 \) since 88% of its rules are covered by only two actions, so almost all rules contain these two most frequent actions. Values of \( W \) and \( W^+ \) are much smaller for fib2 since the distribution of actions in fib2 is more uniform. Note how \( W \) and \( W^+ \) grow in fib2 as \( l_A \) increases; e.g., for \( p_A = 0.5 \) \( W \) is 2.5 times higher for \( l_A = 3 \) than for \( l_A = 1 \).

**B. General classifier experiments**

**Heuristics.** The same aBM heuristic as in Section VII-A is used to reduce size of general ternary approximate classifiers.

**Methodology.** To evaluate our methods on general classifiers, we used 4 classifiers generated by ClassBench [11]. Filters of generated rules have width 112 bits. For every classifier, we have removed all rules with at least 69 bits with value * since such short filters cover many more rules and if we leave them in, the resulting size will mostly depend on what common actions these general rules have with more specific rules. For each of the 4 classifiers, we have considered three
The second type is the same as the first except that the order of decreasing latency now differs from the order of decreasing rule priority. We randomly shuffle the rules and then generate $\mathcal{A}$ sets in the same way as in the first type. Then we optimize the classifier with $\mathcal{A}$ labels generated by the new order and rule priorities in the original order. In this case, $W^+$ for reduced classifiers is shown on Fig. 5(b); similar to the previous case, it can also reach 0.5 (for gen4 and gen2).

**Full action sets for small traffic volumes.** In the third type of classifiers, we still assume that the first third of the rules corresponds to the Gold service class, second to Silver, and last to Bronze. But now we assume that fraction $s_A$ of the rules have a very small volume, so the quality of service can be arbitrary and their $\mathcal{A}$ contain all three actions. For different $s_A$ from 0 to 0.3 the values of $W^+$ for reduced classifiers of the third type are shown on Fig. 5(c); note that it reaches 0.4 for $s_A = 0.3$.

General classifiers in this experiment have 50-100 thousand rules, and Boolean minimization techniques cannot remove more than 6000 rules even when all actions are the same. This means that ClassBench has generated classifiers close to irreducible; that is why we only show the $W^+$ metric on
Fig. 5. Notice, however, that we are not increasing the error for a large number of rules to reduce the classifier only a little: for rules left untouched by our heuristics (in this case, an overwhelming majority of them) one can easily cut $A$ back to the original action.

Generally, practical evaluations fully support our basic idea and theoretical results: allowing for a small error in the actions of a classifier can lead to very significant space reductions, often comparable to the largest theoretical reduction in the trivial case when all rules have the same action.

**VIII. RELATED WORK**

Majority of efficient implementations of packet classifiers in the exact case can be classified into two major categories: software-based and TCAM-based; The comprehensive surveys can be found in [12], [13]. Software-based solutions mainly rely on decision trees, hashing, or coding-based compression. The works [14], [15] suggest how to partition the multi-dimensional rule space, finding possible matching rules by tracing a path in a decision tree. Techniques to balance the partition in each node exist, but rule replication often is unavoidable [16]. There is a fundamental tradeoff between space and time complexities in these approaches. The ABC algorithm for filter distribution offers higher throughput with lower memory overhead [17]. The works [18], [19] discuss hash-based solutions to match a packet to its possible matching rules. Efficient coding-based representations are shown in [20], [21]. Different approaches have been described to reduce number of entries: [22], [23], [24]. They include removing redundancies [2], [3], [4], applying block permutations in the header space [25], transformations [22], [23], [26], [27], [28], [29]. In particular [30], [31], [32] considered representations based on rule disjointness composed with prefix-reorderability to cut down classification width.

**IX. CONCLUSION**

In this work, we have generalized the classical packet classification problem (exact case), introducing a new abstraction of approximate classifiers, where we control the accuracy by labeling in advance which filters can be assigned to which actions. We have designed optimization methods exploiting this additional flexibility in actions to optimize the classifier size. We believe that approximate classifiers exploit an interesting and unexplored tradeoff between required resources and accuracy of results.
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Abstract—Scalable monitoring of traffic flows faces challenges posed by unrelenting traffic growth, device heterogeneity, and load unevenness. We explore an approach that tackles these challenges by shifting a portion of the monitoring-task execution from an overloaded network element to another element that has spare resources. Moving the entire execution of the task to a lightly loaded element might be infeasible because execution on multiple elements is inherent in the task or requires at least partial participation by the particular overloaded element (e.g., flow-size computation at the ingress element for billing purposes). Distributed execution of a stateful traffic-monitoring task has to be robust against packet reordering or loss, i.e., network noise. This paper designs robust traffic monitoring where the goal is to determine a flow metric for each flow exactly in spite of network noise. We follow the open-loop paradigm that does not add any control packets, communicates flow state in-band by appending few (on the order of 2 or 4) control bits to packets of the monitored flows, and keeps latency low. We consider the task of flow-size computation, analytically derive conditions assuring correct operation of the designed algorithms, and evaluate the algorithms on realistic traffic traces. The algorithms successfully distribute the monitoring-task load without imposing significant computation or storage overhead.

I. INTRODUCTION

Monitoring of network traffic is crucial for efficient, reliable, and secure operation of any network [1], [2]. Knowledge of traffic properties helps the network operator in capacity planning, QoS (Quality of Service) assurance, service differentiation, attack mitigation, etc. In some applications, the operator needs to know metrics of traffic flows exactly. For example, a billing application has to know exactly the size of a traffic flow at its ingress element to accurately bill the sender for delivering the traffic flow through the network.

Scalable monitoring of traffic flows is challenging due to unrelenting traffic growth, device heterogeneity, and load unevenness. First, while traffic keeps growing in both volume and number of flows, the processing and storage needed for traffic monitoring in network elements grow as well. Second, networks comprise elements of increasing heterogeneity ranging from basic IoT (Internet of Things) access devices with greatly limited capabilities to high-end core routers that forward millions of concurrent flows. Third, the traffic-monitoring load on different network elements is uneven, and one element might get overloaded even when other elements have spare resources.

A promising direction for meeting these challenges is to monitor traffic flows by utilizing resources in multiple network elements as a shared pool. If a traffic-monitoring task overloads an element, then – regardless of whether the task runs on this element alone or inherently executes on multiple elements – a part of the task execution can be shifted from the overloaded element to another element that has ample resources. This empowers the network to leverage its global processing and storage resources to effectively cope with local traffic-monitoring overloads.

Shift of a traffic-monitoring load to an element with abundant resources might require both distributed execution of the traffic-monitoring task and communication of flow state between the involved network elements. Moving the entire execution of a task from a particular overloaded element to another element might be infeasible even when the task does not inherently require multiple elements for its execution. For instance, let us revisit the billing application that monitors the sizes of the traffic flows entering the network: the specific ingress element of each flow has to participate in computing the flow size at least to some extent because otherwise packet losses inside the network would render the computation of the flow size inaccurate. Furthermore, when the execution of a stateful task is shifted from the overloaded element only partially, the distributed execution necessitates communication of flow state between the involved elements.

In practice, it is impossible to fully avoid packet reordering or loss, and distributed traffic monitoring has to be robust to such network noise. Unlike distribution of static policies [3]–[7], distributed execution of a stateful task needs additional means to acquire such robustness. Open-loop and closed-loop control constitute two general approaches to dealing with network noise. While a closed-loop design can adapt its operation to the current level of network noise, the feedback-driven robustness increases latency, which is undesirable for real-time monitoring. Also, asymmetric routing, restrictions on generation of new packets in a network element, and other factors might make it infeasible – or at least very difficult – to provide feedback to a previous element on the path of a unidirectional traffic flow [8]. Hence, the problem of robust distributed monitoring of traffic flows is more amenable to the open-loop approach that can communicate flow state in-band and keep latency low.

In this paper, we study robust distributed open-loop monitoring of traffic flows where the objective is to compute a
flow metric for all flows exactly despite network noise. The explored approach does not introduce any control packets and communicates flow state by piggybacking few (on the order of 2 or 4) control bits on packets of the monitored flows. Our solution methodology relies on the following two design principles:

1) The elements involved in distributed monitoring manage flow state in chunks that overlap to keep the state representation consistent despite network noise.

2) We partition each flow into groups of consecutive packets so that performance and overhead of designed algorithms can be expressed with respect to the group size.

Our evaluation combines theoretical analysis with experimentation. For a given level of maximum network noise, we analytically characterize conditions under which the proposed algorithms are guaranteed to operate correctly in spite of network noise. We analytically derive conditions assuring correct operation of the designed algorithms and also evaluate the algorithms on realistic traffic traces. The algorithms successfully distribute the monitoring-task load without imposing significant computation or storage overhead.

While our paper focuses on exact reconstruction of flow metrics, a large body of related prominent work explore approximate solutions for scalable traffic monitoring. Even the relatively simple problem of computing the flow sizes for all flows turns greatly challenging when the number of flows becomes large. Although most flows are mice, i.e., have a small size, the lack of a priori knowledge about flow sizes forces a counting element to allocate space for all flows, and the element has insufficient memory on its data path to compute the flow sizes exactly for a large number of flows. Previous approximate solutions for the flow-size computation include estimators [1], [9]–[11] and sketches: CM [12], CU [13], Pyramid Sketch [14], UnivMon [15], and Elastic Sketch [2]. A trace-driven evaluation of CEDAR [1], SAC [11], and DISCO [10] shows their average relative errors in excess of 12% for 8-bit per-flow estimators [1]. Even Elastic Sketch, one of the most advanced current proposals, underestimates the sizes of mice flows by a factor of 4 when using 0.2 MB to represent 110K flows, i.e., around 15 bits per flow [2]. Such accuracy is insufficiently low for billing and other traffic-monitoring applications. For examples, if the network overcharges the sender of a flow by 10%, such inaccuracy is unacceptable in practice. Our paper pioneers an alternative distributed approach: instead of sacrificing the accuracy, we support scalable exact reconstruction of flow metrics by involving additional network elements that have spare resources.

The rest of the paper is organized as follows. Section II formulates the problem of robust traffic monitoring in the context of flow-size computation. Section III discusses implications of network noise. Section IV examines a split of distributed monitoring between two network elements. Section V considers alternative representations of network noise and assesses their design ramifications. Section VI extends the solution for a split of distributed monitoring between any number of network elements on the flow path as well as for multi-path flows. Section VII provides an evaluation study. Section VIII presents related work. Section IX concludes the paper by summing up its contributions.

II. MODEL

We formulate the problem of robust traffic monitoring in the context of computing the flow sizes for all flows. For ease of exposition, this paper interchangeably refers to network elements as switches (even though the formulation is equally applicable to other types of network elements). Flow $f$ enters the network in source switch $S$ and exits in destination switch $D$. At switch $S$, the flow consists of $|f|$ packets $p_0, p_1, \ldots, p_{|f|-2}, p_{|f|-1}$. While the objective is to compute flow size $|f|$ for all flows, switch $S$ does not have enough resources to accomplish this task on its own and needs assistance from another switch. Switch $i$ that participates in such distributed flow-size computation maintains counter chunk $c_i$ consisting of $n_i$ bits. Communication of flow state is in-band via packets of the monitored unidirectional flow. Switch $i$ piggybacks at most $t_i$ control bits on each packet. We refer to $n_i$ and $t_i$ as simply $n$ and $t$ respectively. Network noise might reorder or drop packets. When the flow terminates, the distributed algorithm should reconstruct $|f|$ exactly. While the flow is in progress, the estimates provided for the flow size by the algorithm should be non-decreasing and may not exceed the actual flow size.

III. IMPLICATIONS OF NETWORK NOISE

This section exposes ramifications of network noise for robust flow-size computation that is split between switches $S$ and $D$. We do this for two extreme cases of network noise: (PR) Packet Reordering without loss and (PL) Packet Loss without reordering.

(PR) The following simple solution robustly computes the flow sizes under the PR kind of network noise: the source switch counts packets of the flow and, only when local counter chunk $c_1$ overflows, marks a control bit in the sent packet;
the subsequent participating switch increments its counter chunk \( c_2 \) only upon receiving a packet with the marked control bit. This PR solution is fully resilient to packet reordering and greatly vulnerable to packet loss: it might massively underestimate the flow size upon losing a packet with the marked control bit. Figure 1a illustrates this vulnerability when a single packet loss causes the PR method to incorrectly compute the flow size as 6 instead of 10 packets.

**PL** For robust flow-size computation under the PL kind of network noise, the source switch can set a control bit in each sent packet to the most significant bit of local counter chunk \( c_1 \) and then increment \( c_1 \). The subsequent participating switch increments its counter chunk \( c_2 \) only upon receiving a packet where the control bit is set differently than in the previously received packet. This PL solution is resilient to loss of up to \( 2^{n-1} - 1 \) consecutive packets, where \( n \) is the size of counter chunk \( c_1 \). However, the PL method is highly vulnerable to packet reordering, e.g., when packets \( 2^{n-1} - 1 \) and \( 2^{n-1} \) of the flow arrive to the subsequent participating switch in reverse order, this switch incorrectly increments its counter chunk \( c_2 \) thrice instead of once: upon receiving packets \( 2^{n-1} \), \( 2^{n-1} - 1 \), and \( 2^{n-1} + 1 \). For \( n = 3 \) bits, figure 1b illustrates the resulting overestimation: the PL method incorrectly computes the flow size as 14 instead of 10 packets.

**IV. TWO-SWITCH SPLIT**

We now build on the above observations to robustly compute the flow size when network noise comprises both reordering and loss of packets. First, we consider a split of the distributed computation between two switches or, specifically, source and destination of the flow. Note that the flow traverses these two switches regardless of network routing. Resilience of any distributed solution is subject to fundamental feasibility limits, e.g., no such solution is able to handle loss of all packets. We employ two parameters to constrain packet reordering and packet loss: reordering parameter \( R \) captures the maximal distance of packet reordering, i.e., the destination switch can receive packet \( p_j \) before packet \( p_i \) only if \( j < i + R \), and loss parameter \( L \) is the limit on consecutive packet losses, i.e., the destination switch receives at least one packet from any interval \( p_i, \ldots, p_i + L \). For this \( R \& L \) representation of maximum reordering and loss, we narrow down the feasibility limits for distributed flow-size computation as follows:

**Theorem 1.** With a two-switch split where \( R \) and \( L \) bound packet reordering and loss respectively, no deterministic algorithm can guarantee correct distributed flow-size computation if \( R > 2^{n-1} \) and \( L > 0 \).

**Proof.** Let \( A \) be a distributed algorithm that computes the flow size on switches \( S \) and \( D \). Algorithm \( A \) has \( n \) bits to store its counting state \( x_k \) for flow \( f \) on switch \( S \), including the counter value and any auxiliary information. Upon receiving packet \( p \), switch \( S \) updates its counting state to \( x_k + 1 \) and may modify \( p \) to communicate some state to switch \( D \). We assume that \( A \) can record the entire state \( x_k \) into packet \( p \). Consider a sequence of consecutive states \( x_0, x_1, x_2, \ldots \) of algorithm \( A \). Due to the \( n \)-bit representation, there are at most \( 2^n \) states. Hence, starting from some state, the counting follows a cycle of length \( l \leq 2^n \), i.e., \( x_k + l = x_k \) for any \( k \).

First, assume that \( l \) is divisible by 4 and denote \( u = \frac{l}{4} \). Figures 2a and 2b respectively show 3 and 2 cycles of length \( l \) in this sequence that are affected by packet reordering and loss. Switch \( D \) receives all other packets of the flow without any disruption. We use \( i \) to label the packets corresponding to state \( x_i \), denote lost packets as black dots, and display packet reordering with arched arrows. In figure 2a, reordering shifts one half of the second-cycle packets to the first cycle and the other half to the third cycle. In figure 2b, reordering moves even-numbered packets from the first cycle forward by \( u - 2 \) positions and odd-numbered packets from the second cycle backward by \( u - 2 \) positions. These two alterations of two...
Algorithm 1 Two-switch computation of flow sizes

1: function DIFERENCE(a,b,t)
2:    return \((a + 2^t - b \mod 2^t) \mod 2^t\)
3: procedure SOURCEUpdate(p)
4:    \(h[p] \leftarrow \lceil \frac{c_1}{2^t} \rceil\)
5:    \(c_1 \leftarrow (c_1 + 1) \mod 2^n\)
6: procedure DESTINATIONUpdate(p)
7:    \(\text{diff} \leftarrow \text{DIFFERENCE}(h[p], c_2, t)\)
8:    \(\text{If } 1 \leq \text{diff} \leq 2^{t-1} \text{ then } c_2 \leftarrow c_2 + \text{diff}\)
9: procedure TOTALCount(c_1, c_2)
10:    \(c \leftarrow c_2 \cdot 2^{n-t}\)
11:    \(c \leftarrow c + \text{DIFFERENCE}(c_1, c, n)\)


**Theorem 2.** Algorithm 1 correctly computes the flow size up to \(2^{2n-t}\) packets under the following conditions:
\[
L + R < 2^n - 1 \quad \text{and} \quad R \leq 2^{n-1} - 2^{n-t}.
\]

Correctness of theorem 2 directly follows from theorems 4 and 6 which we state and prove later in the paper. Parameter \(t\) controls a trade-off between the constraint on \(R\) and the size of counter chunk \(c_2\) in destination switch \(D\). Note that constraint \(L + R < 2^n - 1\) is independent of \(t\). If \(R = 0\), i.e., the network does not reorder packets, algorithm 1 counts the flow size correctly under loss of up to \(L < 2^{n-1}\) consecutive packets. When \(R > 2^{n-1}\), algorithm 1 offers no assurance of correct operation, which perfectly matches the infeasibility result of theorem 1.

In algorithm 1, counter chunk \(c_2\) never decreases, and product \(c_2 \cdot 2^{n-t}\) never exceeds the number of packets received by source switch \(S\). Hence, \(c_2 \cdot 2^{n-t}\) serves as a real-time lower bound on the number of packets that switch \(S\) has received so far.

Algorithm 1 is highly resilient to network noise in practical settings. For example, by allocating only \(n = 8\) bits for the counter chunk in switch \(S\) and using \(t = 2\) of them as sync bits, algorithm 1 guarantees its correct computation of the flow size under any reordering \(R < 64\) packets and \(L + R < 128\) packets, which constitute significant levels of network noise. Moreover, doubling the value of \(t\) from 2 to 4 bits raises the value of \(R\) to 112 packets.

V. IMPACT OF NOISE REPRESENTATION

Whereas section IV shows that robust distributed flow-size computation is feasible even under severe packet reordering and loss, we now study how the network-noise representation affects the feasibility. Specifically, we consider an alternative representation that bounds not only stretch but also frequency of network noise: we partition the flow at switch \(S\) into groups of \(2^k\) consecutive packets and introduce \(\text{span}(\gamma, k)\) as a packet sequence where each packet is followed by a packet from the same group or \(\gamma\) subsequent groups. Formally, \(\text{span}(\gamma, k)\) is defined as a sequence of packets \(p_z\) from flow \(f\) with the following properties:
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(1) $k < n$, $1 \leq \gamma < 2^{n-k}$, and $i = 0, \ldots, r - 1$;
(2) indices $z_i$ form an increasing sequence;
(3) switch $D$ receives all packets $p_{z_i}$;
(4) $D$ receives $p_{z_i}$ before $p_{z_j}$ if $i < j$;
(5) $\left\lceil \frac{z_i+1}{2^k} \right\rceil - \left\lceil \frac{z_j}{2^k} \right\rceil \leq \gamma$ for every $i$, i.e., $p_{z_{i+1}}$ is at most $\gamma$ groups of $2^k$ packets away from $p_{z_i}$ at switch $S$;
(6) $\left\lceil \frac{2^l}{2^n} \right\rceil \leq \gamma$ and $\left\lfloor \frac{l}{t} \right\rfloor - \left\lfloor \frac{z_i+1}{2^k} \right\rfloor < 2^l$.

If $\text{span}(\gamma, k)$ exists, condition 5 ensures that packet reordering and loss cannot affect all $\gamma \cdot 2^k$ packets from $\gamma$ consecutive groups. With this representation of network noise, the maximum reordering extent is still $R$, and packet loss is arbitrary as long as switch $D$ still receives $\text{span}(\gamma, k)$. Hence, packet reordering and loss may exceed the network-noise limits examined in section IV. Also, parameter $\gamma$ in this new network-noise representation controls a different trade-off between packet reordering and loss.

**Theorem 3.** With a two-switch split where $R$ bounds packet reordering, and packet loss preserves $\text{span}(\gamma, n-t)$, no deterministic algorithm can guarantee correct distributed flow-size computation if $R > 2^n - \gamma \cdot 2^{n-1}$.

**Proof.** We pursue a similar approach as in the proof of theorem 1 and construct two state-alteration sequences that produce the same packet sequence. For $Z = \gamma \cdot 2^{n-t}$ and $u = \left\lceil \frac{Z}{2^k} \right\rceil$ where $Z \leq l$, figures 3a and 3b respectively show 1 and 2 cycles of length $l$ that are affected by different kinds of network noise. Upon receiving this packet sequence, switch $D$ cannot distinguish whether it originated from the 1-cycle or 2-cycle state sequence in switch $S$. Thus, no deterministic algorithm provides a guarantee of counting the flow size correctly. Since the two alterations have $R = l - Z + 1 \leq 2^n - \gamma \cdot 2^{n-1} + 1$, keep a gap of at most $R$ between two consecutive packets in switch $D$, and thus conserve $\text{span}(\gamma, n-t)$, we establish the theorem. For $l \mod Z = 1$, packets $i + uZ - 1$ and $i + l - 1$ are consecutive, and we have to relace the latter packet to prove the theorem in this case. \hfill $\Box$

For $\gamma = 2^t - 1$, the bound in theorem 3 is $R > 2^n - 1$, i.e., the same as in theorem 1. Nevertheless, theorem 3 is not a generalization of theorem 1: the latter exacts more restrictive constraints. Algorithm 2 meets the limits stated in theorem 3. This algorithm sets $k$ to $n-t$ and differs from algorithm 1 only in its DESTINATIONUPDATE procedure; the procedure now updates counter chunk $c_2$ only when switch $D$ receives a packet from the next $\gamma$ groups.

**Algorithm 2** Robust two-switch computation of the flow size under the span constraint

1: procedure DESTINATIONUPDATE($p$)
2: \text{diff} $\leftarrow$ \text{Difference}(h[p], c_2, t)
3: if $0 < \text{diff} \leq \gamma$ then $c_2 \leftarrow c_2 + \text{diff}$

**Theorem 4.** Algorithm 2 correctly computes $|f|$ under the following conditions:

$$R \leq 2^n - (\gamma + 1) \cdot 2^{n-t} \quad \text{and} \quad \exists \text{span}(\gamma, n-t).$$

**Proof.** We assert that packet $p_i$ received by switch $D$ updates counter chunk $c_2$ correctly if DESTINATIONUPDATE modifies $c_2$ to become $\left\lceil \frac{1}{2^n} \right\rceil$. By induction, we show that each update of $c_2$ is correct. By definition of $\text{span}(\gamma, n-t)$, there exists $z_0 \leq \gamma \cdot 2^{n-t}$ such that packet $p_{z_0}$ arrives to switch $D$. The index of any packet received by $D$ before $p_{z_0}$ does not exceed $z_0 + R \leq \gamma \cdot 2^{n-t} + 2^n - (\gamma + 1) \cdot 2^{n-t} < 2^n$, meaning that all such packets are from the first $2^t$ groups of size $2^{n-t}$ packets. Then, either these packets update $c_2$ correctly, or DESTINATIONUPDATE ignores them. Hence, the first update is correct.

For the induction step, we consider the last packet $p_l$ that updates $c_2$ correctly and show that the next update of $c_2$ is correct. Since there exists $\text{span}(\gamma, n-t)$, at least one packet from the subsequent $\gamma$ groups arrives to $D$ after $p_l$ (the pink region in figure 4); we denote by $p_{z_1}$ the first such packet. Due to the reordering constraint, any packet $p_t$ received by $D$ before $p_{z_1}$ and after $p_l$ is either from the $2^t - (\gamma + 1)$ groups that precede the group containing $p_l$ (the pink region in figure 4) or from the $2^t - (\gamma + 1)$ groups succeeding $p_l$’s group. Also, $p_l$ cannot be from the $\gamma$ groups following $p_l$’s group since $p_{z_1}$ is the first such packet. Therefore, DESTINATIONUPDATE ignores all such packets $p_t$ and updates $c_2$ correctly when switch $D$ receives packet $p_{z_1}$.

To finish the proof, we show that the final update of $c_2$ is done by a packet from a group with a larger number than $\left\lceil \frac{C_{n-t}}{2^n} \right\rceil - 2^t$. We use induction to prove that the following situation does not happen: for some packet $p_{z_0}$ from $\text{span}(\gamma, n-t)$, packet $p_i$, with $i < z_0$ arrives to $D$ after $p_{z_0}$ and updates $c_2$. Thus, when the last packet $p_{z_{n-1}}$ from this span arrives to $D$, either $c_2 \geq \left\lceil \frac{2^n}{2^{n-t}} \right\rceil$, or $p_{z_{n-1}}$ updates $c_2$. \hfill $\Box$

Theorem 4 exposes a variety of trade-offs. As with our first representation of network noise, a larger $t$ value increases the size of $c_2$ and raises the maximal tolerated reordering $R$. 

---

Fig. 4: Packet subsequences of the flow in its source switch $S$ from the proof of correctness for algorithm 2.
The following theorem demonstrates that under the same reordering constraint, algorithm 2 accommodates less restrictive traffic patterns for a larger value of $t$.

**Theorem 5.** If a flow satisfies conditions 2 in theorem 4 for $n$, $t$, and $\gamma$, the flow also satisfies conditions 2 for $n$, $t + 1$, and $2\gamma + 1$.

**Proof.** Because $R \leq 2^n - (\gamma + 1) \cdot 2^{n-t} = 2^n - ((2\gamma + 1) + 1) \cdot 2^{n-t-1}$, an increase of $t$ does not change the packet-reordering constraint. The largest possible difference between the indices of two consecutive packets from $\text{span}(\gamma, n - t)$ is less than $(\gamma + 1) \cdot 2^{n-t} = ((2\gamma + 1) + 1) \cdot 2^{n-t-1}$. This implies that these packets form $\text{span}(2\gamma + 1, n - t - 1)$.

Furthermore, larger values of $t$ provide us with a better leverage over the trade-off between the conditions of theorem 4. Setting $\gamma = 1$ leads to maximal reordering $R = 2^n - 2^{n-t+1}$. With $\gamma = 2^{t-1}$, algorithms 1 and 2 are identical, and the following theorem shows that our first representation of network noise is a special case of the second one.

**Theorem 6.** When $\gamma = 2^{t-1}$, conditions 1 imply conditions 2.

**Proof.** Since $L + R < 2^{n-t} = 2^{n-\gamma}$, the sequence of packets that updates the counter chunk in switch $D$ in algorithm 1 forms $\text{span}(2^{t-1}, n - t)$. \hfill \Box

Settings with $\gamma \geq 2^{t-1}$ are useful in situations where loss is more frequent than reordering. Such settings imply $R < \gamma 2^{n-t}$, i.e., they shift the restricted zone for packet $p_i$ towards later packets. This means that packet loss can be a bigger threat for the existence of $\text{span}(\gamma, n - t)$ than packet reordering. When $\text{span}(\gamma, n - t)$ does not exist, algorithm 2 underestimates $|f|$, and we derive a bound on this underestimation:

**Theorem 7.** When there is no $\text{span}(\gamma, n - t)$, and the total of $X$ packets are lost, algorithm 2 computes $|f|$ with an underestimation of at most $\frac{X}{2^t + 2^t + 2^t}$ packets under the following conditions:

$$R \leq 2^n - (\gamma + 1) \cdot 2^{n-t} \quad \text{and} \quad \gamma \geq 2^{t-1}. \quad (3)$$

**Proof.** Let $p_i$ and $p_j$ be two packets that consecutively update $c_2$ upon their arrival to switch $D$. The condition on $R$ enforces $j > i$, implying that algorithm 2 never overestimates $|f|$. If $p_i$’s group is $a2^t + b$ groups after $p_i$’s group, i.e., $\left\lfloor \frac{a2^t + b}{2^t} \right\rfloor - \left\lfloor \frac{a2^t}{2^t} \right\rfloor = a2^t + b$, switch $D$ adds $b$ to its counter $c_2$. Then, algorithm 2 can miss up to $a2^t$ packets in total. Conditions 3 imply that at least $a\gamma 2^{n-t}$ out of these $a2^t$ packets are lost or arrive before $p_i$. At most $2^n - (\gamma + 1)\gamma 2^{n-t}$ packets with larger indices than $i$ can arrive before $p_i$. Thus, at least $(a - 1)\gamma 2^{n-t} + 2^t + 1 - 2^t$ packets are lost, and the missed-to-lost packet ratio is at most $\frac{a2^n}{(a-1)\gamma 2^{n-t} + 2^t + 1 - 2^t}$, which is at most $\frac{2^t}{2^t + 1 - 2^t}$. This characterization holds for flow $f$’s entire duration, including before the first update and after the last update of counter chunk $c_2$. Therefore, algorithm 2 underestimates $|f|$ by at most $\frac{X}{2^t + 2^t + 2^t}$ packets. \hfill \Box

Fig. 5: Split of the size-counting state for flow $f$ between three switches $s_1$, $s_2$, and $s_3$: counter chunks $c_1$ and $c_2$ overlap in their green portions; counter chunks $c_2$ and $c_3$ overlap in their red portions; packets can flow along either black or blue path segments.

When the constraint on $R$ is satisfied, and there exists no $\text{span}(\gamma, n - t)$, algorithm 2 with $t = 2$ sync bits and $\gamma = 2$ underestimates the flow size by at most $4X$ packets. With $3$ sync bits and $\gamma = 6$, the underestimation is at most by $1.6X$ packets.

When $\gamma = 2^t - 1$, algorithm 2 does not tolerate any reordering and increases its loss resilience to $L < 2^n - 2^{n-t}$. When loss is unbounded, and there is no reordering, algorithm 2 with such values of $\gamma$ underestimates the flow size by at most $\frac{X}{2^t}$ packets.

From a practical perspective, conditions 2 make algorithm 2 more robust to reordering and loss than under conditions 1. For example, when the source-switch chunk contains 8 bits, the settings with 2 and 3 sync bits and $\gamma = 1$ support $R \leq 128$ packets and $R \leq 224$ packets and leniently require $D$’s packet sequence to form $\text{span}(1, 64)$ and $\text{span}(1, 32)$ respectively. For $n = 8$ bits, $t = 3$ bits, and $\gamma = 6$, this flow-accounting solution calculates $|f|$ correctly when there exists $\text{span}(1, 192)$ and $R \leq 32$ packets.

VI. FLOW ACCOUNTING ON 3+ SWITCHES

While sections IV and V split traffic monitoring between two switches only, we now relax this constraint and suppose that a flow utilizes multiple paths between its source and destination and that all these paths contain a fixed subsequence of switches $S = s_1, s_2, \ldots, s_{m-1}, s_m = D$ that maintains a distributed flow counter.

To characterize the maximum network noise affecting the packet sequence that arrives to switch $s_i$, we define parameters $R_i$ and $\gamma_i$ similarly to $R$ and $\gamma$ respectively. Packet $p_j$ arrives to $s_i$ before packet $p_k$ only if $j \leq k + R_i$, and the packet sequence forms $\text{span}(\gamma_i, N_{i-1} - t_{i-1})$ where $N_i = n_i + \sum_{j=1}^{i-1} n_j - t_j$.

We then develop algorithm 3 for distributed computation of the flow size in such settings. Switch $s_i$ stores the $n_i$ least significant bits of $\left\lfloor \frac{c_{s_i}}{2^t} \right\rfloor$ in its counter chunk $c_i$. The above-defined $N_i$ is a partial joint counter maintained by the first $i$ switches, and $2^n m$ bounds the size of the total joint counter, i.e., maximal supported flow size.

Algorithm 3 reuses the $\text{SOURCEUPDATE}$ and $\text{DESTINATIONUPDATE}$ procedures of algorithm 2 to update counter chunks $c_1$ and $c_m$ respectively. The $\text{INTERNALUPDATE}$ procedure updates the $t_{i-1}$ least significant bits of each internal
counter chunk $c_i$ using $h[p]$ according to algorithm 2. Then, \text{INTERNAL UPDATE} stores in packet header $h[p]$ the $t_i$ most significant bits of $c_i$.

To compute $|f|$, the extended \text{TOTALCOUNTER} procedure iteratively assembles all the $c_i$ counters. After $c_{i-1}$ is processed, $c$ becomes $|f| \mod 2^{N_{i-1}}$. When the algorithm processes $c_i$, \text{INTERNAL UPDATE} sets $c$ equal to $c_i \cdot 2^{N_{i-1} - t_i - 1}$ and increases this counter to make its $N_{i-1}$ least significant bits equal to $c_{\text{prev}}$.

There is an important difference between the \text{SOURCEUPDATE} and \text{INTERNAL UPDATE} procedures: \text{SOURCEUPDATE} first stores the bits in $h[p]$ and then updates counter chunk $c_i$, while \text{INTERNAL UPDATE} first updates counter chunk $c_i$ and only then sets the header. This is because invariants for $c_i$ and another counter chunk $c_i$ with $i > 1$ are different: $c_i$ stores the $n$ least significant bits of the next packet index, while another $c_i$ uses its bits for the index of the last packet received by source switch $S$.

**Theorem 8.** Algorithm 3 correctly computes the flow size up to $2^{N_{m}}$ packets when the following conditions hold for every non-source switch $s_i$ with $i > 1$:

\[
\begin{align*}
R_i &< 2^{N_{i-1}} - (\gamma_{i+1} + 1) \cdot 2^{N_{i-1} - t_i - 1} \quad \text{and} \\
\exists \gamma_i, N_{i-1} - t_i - 1 \in \text{the } i\text{-th switch.} 
\end{align*}
\]  

**Proof.** To prove that counter updates in switch $s_i$ are correct, we view $s_i$ as the destination switch for a two-switch counter with $R = R_i$, $\gamma = \gamma_i$, $t = t_i$, and the $N_{i-1}$ least significant bits of the two-switch counter are supported by an imaginary source switch that combines counter chunks $c_1, \ldots, c_{i-1}$. We use the proof of theorem 4 as the induction step. The settings differ from theorem 4 in the following detail: while packet header $h[p]$ in theorem 4 is constructed from the bits of $p_j$, header $h[p]$ in this proof can correspond to the bits of a packet with a larger index than $j$. In this case, $c_{i-1}$ is not updated, $h[p]$ does not update $c_i$, and counting is not affected. After \text{TOTALCOUNTER} processes $c_i$, counter $c$ becomes $|f| \mod 2^{N_i}$. By iterating the above two-switch proof technique for each $i > 1$, we prove the theorem. \hfill $\Box$

Many parameters characterize a split of flow-size computation between $m$ switches. For the $n_i$-bit counter chunk $c_i$, we need to specify $t_1, \ldots, t_{m-1}$ and $\gamma_2, \ldots, \gamma_m$. In practice, it makes sense to use $t_i = 2$ for $i > 1$ and $\gamma_i = 2$ for $i > 2$. The most important decision is the choice of $t_1$ and $\gamma_2$ because the most frequent state updates go from $S$ to $s_2$, and the update frequency declines exponentially on each subsequent hop.

For a numerical illustration, consider a split between 3 switches, where the first two switches maintain 7-bit counter chunks. We use $t_1 = 3$ sync bits, which implies $R_2 + 16\cdot \gamma_2 \leq 112$ packets. Increasing $t_1$ does not significantly improve the situation because theorem 3 rules out existence of a deterministic algorithm for $R_2 + 2^{n-\gamma_2} \geq 128$ packets. We set $\gamma_2 = 5$, which leads to $R_2 = 40$ packets and the constraint that at least one out of 5 consecutive sets of 16 packets is not completely changed by packet reordering and loss. This is reasonable in practical settings. For the first non-source switch $s_2$, even 2 sync bits and $\gamma_3 = 2$ produce $R_3 = 512$ packets and $2^{N_{i-2}} = 1024$ packets.

This example shows that communication quality on the first hop is the most important, whereas subsequent switches are amenable to more economical use of its resources because they typically do not face substantial network noise. This property holds in general, implying that the source switch should get the largest counter chunk, and the counter chunks on further switches can be smaller. For example, if we increase $S'$ chunk to 9 bits and decrease $s_2$'s chunk to 5 bits, the network-noise constraints for switch $s_3$ remain the same but the network-noise constraints on the first hop are significantly and usefully relaxed to $R_2 + \gamma_2 \cdot 64 \leq 448$ packets.

**VII. Experimental Evaluation**

**Methodology.** Our evaluation follows the same approach as those for VL2 [16], Fjabric [17], and pHost [18]. Specifically, we perform simulations driven by realistic traffic traces generated from the data-mining distribution of flow sizes [16], where the number of flows is $10^3$, and the maximum possible flow size of $\frac{2}{3} \cdot 10^6$ packets, which requires a 20-bit counter. We utilize the YAPS packet simulator in its unreliable transport configuration [19]. The network has a two-tier multi-rooted tree topology where four switches constitute the root. 90% of all flows traverse three internal switches on their way from the source to the destination. By default, YAPS sprays packets of each flow by probabilistically sending the packets to different internal switches in accordance with a chosen load-balancing strategy. The packet spraying causes packet reordering. The simulations examine the task of exact flow-size computation and have their source code publicly available [20].

We repeat the simulations for different congestion levels by varying parameter $\beta$ that scales the expected time between the transmissions of two consecutive packets from the same source. Smaller values of $\beta$ lead to larger congestion. We also evaluate different values of buffer size $\Delta$ in the switches.
along the flow paths. Flowlet size $F$ parameterizes the packet-spraying strategy: for every group of $F$ consecutive packets, the internal switch is chosen according to the round-robin strategy. Our standard experiment uses the following default parameter values: $\beta = 1$, $\Delta = 24$ packets, and $F = 1$ packet.

**Number of bits in the source switch.** To understand the size required for the counter chunks in source switches, we experiment with different values of $\beta$, $\Delta$, and $F$. In these experiments, 7 bits for the source-counter chunk are sufficient, reducing the source-counter-chunk size by 65% and 78% for 20-bit and 32-bit counters respectively. The experiments track the following metrics:

1. $Z_1(n, t)$ is the number of flows that violate conditions 1 with $n$-bit source counter chunks and $t$ sync bits;
2. $E_1(n, t)$ refers to the number of flows for which algorithm 1 computes the flow size incorrectly;
3. $Z_2(n, t)$ denotes the number of flows that violate conditions 2;
4. $E_2(n, t)$ is the number of flows for which algorithm 2 miscalculates the flow size.

These metrics are normalized to the number of flows sized to at least $2^n$ packets. For other flows, the counter fits in the source switch entirely. Since 7-bit counter chunks on source switches are already sufficient, we compute the metrics for $n$ of 5 and 6 bits. The number of sync bits $t$ is 2 or 3. In the experiments where $\gamma$ is not specified explicitly, we choose such a $\gamma$ value that leads to the minimal value of the corresponding metric.

**Dependency on $\gamma$.** Figures 6a and 6e show how $Z_2$ and $E_2$ depend on $\gamma$ for $t = 3$ in the standard experiment. The effect of packet loss is more pronounced than packet reordering, and $Z_2$ and $E_2$ decrease when $\gamma$ increases up to 6. For $\gamma = 2^{t-1} = 7$, $Z_2$ and $E_2$ increase drastically because any packet reordering violates conditions 2. For $\gamma = 7$, we have $Z_2 > E_2$ since conditions 2 are usually violated by a packet reordering, which does not necessarily lead to an invalid counter value. For $\gamma \leq 6$, we have $Z_2 = E_2$ because conditions 2 are violated only by absence of $\text{span}(\gamma, n - t)$, which always results in incorrect counting by algorithm 2.

For $n = 5$ and optimal $\gamma$, we have $Z_2(5, 3) = E_2(5, 3) = 7 \cdot 10^{-3}$, meaning that it is sufficient to maintain a 5-bit source-counter chunk for 99.3% of flows with at least 32 packets. For $n = 6$ and optimal $\gamma$, the outcome improves further as only one flow does not satisfy conditions 2.

In figures 6a and 6e, $Z_1$ and $E_1$ appear as horizontal lines because they do not depend on $\gamma$. For $n = 5$, we have $Z_1(5, 3) = 5.5 \cdot 10^{-2}$ and $E_1(5, 3) = 4.2 \cdot 10^{-2}$, i.e., 94.5% of the flows with at least 32 packets satisfy conditions 1, and algorithm 1 computes the flow sizes correctly for 95.8% of the flows. Hence, the number of flows for which algorithm 2 computes sizes incorrectly is 6+ times lower than for algorithm 1. For $n = 6$, this gap widens further as algorithm 1 errs for few hundreds of flows while algorithm 2 fails for only one flow. The difference observed for $Z_1(5, 3)$ vs. $Z_2(5, 3)$ with $\gamma = 4$ corroborates theorem 6 by showing that our second representation of network noise is more expressive than the first one: only 76% of the flows violating conditions 1 also violate conditions 2.

**Dependency on $\beta$.** Figures 6b and 6f exhibit how the examined metrics depend on $\beta$ for buffer size $\Delta = 24$ packets and flowlet size $F = 1$ packet. As $\beta$ increases, network congestion and all the metrics decrease. Specifically, as $\beta$ grows to 1.25, $Z_2(5, 2)$ decreases by 40%, $Z_2(5, 3)$ plummets by a factor of two, $E_2(5, 2)$ drops by 50%, and $Z_2(6, 2)$ and
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$E_2(6, 2)$ lower by 65%. For each evaluated setting of $\beta$, the number of flows that violate conditions 2 for $n = 6$ and $t = 3$ does not exceed 13. With $\beta \geq 1.1875$, the number of such flows is strictly zero, implying that 6-bit source-counter chunks are sufficient for all flows.

For any $\beta$ value, equalities $Z_2(6, 3) = E_2(6, 3)$, $Z_2(6, 2) = E_2(6, 2)$, and $Z_2(5, 3) = E_2(5, 3)$ hold, and $\gamma = 2^{t-2}$ is optimal for these metrics. This is because traffic patterns that violate existence of span$(\gamma, n-t)$ in conditions 2 always lead to incorrect flow-size computation by algorithm 2. $E_1(5, 2) = Z_2(5, 2)$ and $E_1(6, 2) = Z_2(6, 2)$ arise because algorithms 1 and 2 are identical for $\gamma = 2^{t-1}$, which is the optimal $\gamma$ value for $Z_2(5, 2)$ and $Z_2(6, 2)$.

On the other hand, $E_2(5, 2) < Z_2(5, 2)$ since the optimal $\gamma$ for $E_2(5, 2)$ is 3 rather than 2. Under any packet reordering with this $\gamma$ value, all flows violate the packet-reordering constraint in conditions 2, which does not necessarily cause incorrect computation of flow sizes by algorithm 2. Also, as $t$ increases, the number of flows that violate conditions 1 does not change since the packet-reordering constraint holds for all flows even for $t = 2$, and the constraint on $L + R$ does not depend on $t$.

By comparing $E_1(5, 2)$ and $E_1(5, 3)$, we can see advantages provided by our second representation of network noise. Although conditions 1 loosen as $t$ grows, the number of flows for which algorithm 1 computes incorrect sizes increases as $t$ steps up from 2 to 3, i.e., $E_1(5, 3) > E_1(5, 2)$. This happens because flows that satisfy conditions 2 for $\gamma = 2^{t-1}$ and violate conditions 1 may violate conditions 2 for $t + 1$ sync bits and $\gamma = 2^t$. According to theorem 5, all such flows satisfy conditions 2 for $t + 1$ sync bits when $\gamma = 2^t + 1$.

Dependency on buffer size $\Delta$. Figures 6c and 6g plot the dependencies of the examined metrics on buffer size $\Delta$ for $\beta = 1$ and $F = 1$ packet. As the buffer size decreases, all the metrics rise but at lower rates than in response to changes in $\beta$. For $\Delta = 9$, $Z_1(5, 2)$ increases by 27%, $Z_2(5, 3)$ and $E_2(5, 3)$ grow by less than 1.5%, and $Z_1(6, 2)$ rises by 15%. For each evaluated $\beta$ value, the number of flows that violate conditions 2 with $n = 6$ and $t = 3$ is smaller than 4.

In general, the plots in figure 6c are much smoother than in figure 6g because the absolute metric values are much higher for $n = 5$ bits, and the randomness in the number of flows that violate the corresponding conditions affects the curves less. A similar observation holds for the plots in figures 6b and 6d vs. figures 6f and 6h.

Dependence on flowlet size $F$. Figures 6d and 6h reveal effects of flowlet size $F$ on the assessed metrics when $\beta$ and $\Delta$ are 1 and 24 respectively. As $F$ grows from 2 to 20 packets, the metrics increase, reflecting the increased network noise. When $F$ reaches 20 packets, $Z_2(5, 3)$ and $E_2(5, 3)$ rise by more than thrice, $Z_1(6, 2)$ increases by about 2.5 times, and $Z_2(5, 2)$ and $E_2(5, 2)$ grow by only 5%. However, as $F$ steps down from 2 packets to 1, the metrics surge abruptly, and $Z_2(5, 2)$ and $E_2(5, 2)$ reach their maximum values with $F = 1$ packet. This effect can be due to the increased probability of traffic loss when packets of the same flow follow a single path rather than multiple.

Also, as $F$ increases, the impact of packet reordering becomes more perceptible. Unlike what we have seen before, $\gamma = 2$ with $F > 2$ is also optimal for $Z_2(5, 2)$ and $E_2(5, 2)$ because packet reordering becomes so common that algorithm 2 with parameters $n = 5$, $t = 2$, and $\gamma = 3$ starts to compute incorrect sizes for many flows. For the same reason, $Z_2(5, 3)$ and $E_2(5, 3)$ begin to grow quickly with $F = 8$ packets and have the optimal $\gamma$ value of 5 (rather than 6) with $F = 14$ packets.

Accuracy of algorithm 2. When algorithm 2 computes the size of flow $f$ incorrectly because span$(\gamma, n-t)$ does not exist, theorem 7 states that the computed flow size with $\gamma = 2^{t-1}$ lies in interval $[|f| - \frac{2^X}{2^{t-1}-1} |f|]$, where $X$ is the number of lost packets. In the standard experiment with $n$ of 5 or 6, $t$ of 2 or 3, and $2^{t-1} \leq \gamma = 2^t - 1$, algorithm 2 can err only due to lack of span$(\gamma, n-t)$. In such cases, the computed flow size for any flow belongs to interval $[|f| - X, |f|]$ for at most 9 flows with $n = 5$. For $\gamma = 2^{t-1}$, algorithm 2 fails mostly due to excessive packet reordering and overestimates the flow size. When $n$ of 5 or 6, $t$ of 2 or 3, and $\gamma = 2^{t-1}$, the overestimation for 98% of all such flows is less than 2%.

The above evaluation suggests that the proposed distributed execution of traffic-monitoring tasks can significantly help in effective utilization of resources available in a network. In practice, a 7-bit (or even a 6-bit) per-flow source-counter chunk is sufficient, compared to the 32-bit counters used for exact computation of flow sizes in a single element. Our assessment under various settings of $n$, $\gamma$ and $t$ also shows that even in the case of 5-bit source-counter chunks, the distributed method correctly computes flow sizes for 99.3% of the flows that contain at least $2^t$ packets. Besides, when algorithm 2 computes the size of flow $f$ imprecisely, the computed flow size almost always lies in interval $[|f| - X, 1.02 \cdot |f|]$, where $X$ is a number of lost packets. Finally, the empirical evaluation confirms the analytical advantages of our second representation of network noise.

VIII. Related work

Flow-size computation in a single switch. A long line of research deals with efficient state representation for flow-size computation in a single network element. To utilize SRAM memory effectively, [21]–[23] propose hybrid SRAM/DRAM counting architectures. These methods allocate in SRAM a small counter only for frequent updates and maintain the entire counter in slower but significantly bigger DRAM memory. In contrast, our approach does not require a big pool of additional cheaper memory and distributes the computation to leverage resources available elsewhere in the network.

SAC [11], DISCO [10], and CEDAR [1] calculate an approximate number of per-flow packets by probabilistically incrementing a counter, which allows reducing the number of counter bits for long flows. In SAC, the counter is split between the exponent and estimation parts. To increment a counter, SAC probabilistically increments the estimation part,
and the increment probability depends on the exponent part. When the estimation part overflows, SAC increments the exponent. In DISCO and CEDAR, the entire counter corresponds to a counter value. For n-bit counters, CEDAR constructs variables as an array mapping values of a counter variable to real counter values, the increment probability is inversely proportional to the difference between two corresponding consecutive values in this array. Among all possible arrays, CEDAR finds one that minimizes the relative error.

Methods such as CounterBraids [24] and CounterTree [25] store counters for all flows in hash-based data structures. The idea of CounterBraids is based on sparse random graph codes. The scheme maintains all variables in a tree-like architecture where leaves correspond to less significant bits of the counter variable, and internal nodes correspond to most significant bits.

Flow-size computation is frequently tackled by sketch-based solutions. One of the first such solution is CounterMin (CM) [12]. A CM sketch is a table with r rows and w columns, where each row has a corresponding hash function mapping a flow to a cell that stores a corresponding variable. For an arriving packet, CM increments values of the corresponding variables in all rows. To estimate a counter, CM takes the minimum of the corresponding variables among all rows. Pyramid Sketch [14] combines the ideas of the CounterTree and CM sketches, reducing the number of bits in each cell of the sketch table. UnivMon [15] exploits a sketch hierarchy for different measurement tasks, such as heavy-hitter detection or moment estimation. Elastic Sketch [2] separates mice and elephant flows: mice flows are stored in a CM sketch, and elephant flows are stored in a hash table. Elastic Sketch uses the Ostracism principle to move counter variables between the CM sketch and hash table.

**Network-wide flow-size computation.** Focusing on the objective of minimizing the communication complexity, [26] detects network-wide heavy hitters in a model where switches report their local counters to a coordinator. FlowRadar [27] maintains a small efficient hash-based data structure in each switch to support storage of encoded flow information, including counters, and a controller can leverage its network-wide view on these data structures to decode the flow information precisely. The given paper extends our preliminary ideas reported in [28].

**Distributed flow state that changes routing.** DIFANE [29] and vCRIB [30] exploit switches in the network to enforce endpoint ties. They both route traffic through intermediate switches, deviating from the routing policy given by the users.

**Distributed flow state that obeys routing.** Distribution of static policy state over the flow path is already considered in [3]–[5]. These schemes are static and hence immune to network noise.

**Telemetry.** Telemetry of various characteristics such as real-time packet loss inherently involves distributed flow state based on the number of packets in the flow source and destination. Prior telemetry solutions [31], [32] require an additional out-of-band communication channel, depend on the quality of time synchronization, and do not provide any analytical robustness guarantees. One can address these drawbacks by extending and applying our approach to real-time telemetry.

**Relation to CRDT.** Conflict-free replicated data type (CRDT) supports replicas in multiple network nodes without coordination and concurrency on updates [33], resolving inconsistencies by its mathematical properties. Since state-based CRDT (CvRDT) functions that merge states from the replicas must be commutative, associative, and idempotent, CvRDT is stable to reorderings in the sequence of update operations. A flow counter in S and D can be interpreted as a special case of a vector grow-only counter CvRDT [33], but our framework requires only a partial counter at S and D; unlike CRDT, network constraints now have to be incorporated into feasibility analysis.

**IX. Conclusion**

This paper pioneered a distributed approach to improving scalability of per-flow traffic monitoring. Instead of sacrificing the accuracy of traffic monitoring, the approach enabled scalable exact reconstruction of flow metrics by involving network elements that had spare resources. To make distributed execution of a stateful traffic-monitoring task robust against network noise, we adhered to the open-loop paradigm that introduced no extra packets, communicated flow state in-band by piggybacking few control bits on packets of the monitored flows, and kept latency low. Our methodology relied on two main design principles: use of state overlap in different elements to consistently represent distributed state despite network noise, and partitioning of each flow into groups of consecutive packets to express performance and overhead of designed algorithms in regard to the group size. We applied these design principles for robust exact computation of flow sizes for all flows. We analytically established conditions guaranteeing correct operation of the designed algorithms and complemented the analysis with simulations driven by realistic traffic traces. Our evaluation suggested that the distributed execution of traffic-monitoring tasks could successfully balance the monitoring load on the network without imposing significant storage or computation overhead. In the future work we plan to study applicability of the proposed design principles for telemetry tasks.
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ABSTRACT
Efficient representations of multi-field packet classifiers with fields represented by ranges is a core mechanism to express services on data plane. To implement classifiers in ternary-addressable memory (TCAM), each range should be encoded into multiple ternary bit strings whose number is at most linear to the width (in bits) of a represented field independently from range encoding method. In this paper we introduce a notion of a subrange allowing to represent a field range on any chosen subset of bit indices that significantly improve efficiency of classifier representations. Our analytic results are confirmed with a comprehensive evaluation study showing applicability of our approach to implement desired levels of expressiveness and scalability in packet classifiers.
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1 INTRODUCTION AND MOTIVATION
Packet classification is a core building block implementing packet processing programs on data plane. With the adoption of OpenFlow [14] and P4 [15], packet classification has become even more prominent. Each packet classifier is an ordered set of rules, where a rule consists of the filter (matching packet headers) and the associated action to be applied on matched packets. A filter is a concatenation of field representations participating during classification; in the simplest form each field in a filter is represented by exact values. In this case packet classifiers can be implemented with a constant lookup time but the number of rules can be infeasible to fit in memory. In the other extreme case, to address the scalability constraint, fields can be represented by ranges of values. In this case the number of rules is significantly reduced but the lookup complexity increases. As a result, some intermediate forms of field representations were introduced as prefixes or more general ternary bit strings, where every bit has three values: zero, one, or don’t care. For ternary bit strings, a specialized ternary content addressable (TCAM) memory was introduced that is actually a coprocessor running multiple searches in parallel [12].

Related work. There are two major directions dealing with range-base packet classifiers. The first one is independent from structural properties of classifiers encoding every field range by multiple prefixes or ternary bit strings whose number is at most linear to the field size (in bits) [3, 4, 11, 16, 17]. Hence, each rule whose fields are represented by ranges is actually a classifier with exponential number of rules based on ternary bit strings. Recently, [1] proposes efficient encoding for the special case of short ranges. Other range encoding methods exploiting structural properties can achieve more compact representations [2, 5] but usually they perform well only when the number of encoded ranges is relatively small. Note that both these lines of research consider transformations to equivalent classifiers.

Recently, [6, 9, 10, 13] proposed representations of packet classifiers exploiting their structural properties like rule disjointness; observe that these representations become equivalent to originally given classifiers only when the lookup table based on a subset of fields is complemented by the false-positive check on a single matched rule. This allows to balance which fields are required to implement desired structural properties in the lookup table and which are going to the false-positive check where range encoding is unnecessary. It allows to reduce the size of classifier representations. To store classifier in TCAM, a participating subset of ranges in the lookup table should be encoded by one of the previously mentioned methods [3, 4, 11, 16, 17].

Our contributions. In this paper we are going beyond [10] and propose range reduction (RR) methods allowing to implement structural properties of classifiers with per-bit resolution (and not with per-field as in [10]), when fields are represented by ranges. We introduce an interesting notion of a subrange on a predefined set of range bit-indices allowing to construct equivalent representations of packet classifiers with per-bit resolution avoiding intermediate range expansions. To illustrate this, consider a classifier \( K \) in Fig. 1a based on three range fields. For an incoming header \( H \), the \( R_2 \) rule is matched. All three rules are disjoint (do not match the same header) on three fields. Note that two fields are
sufficient to keep rule disjointness as it is done in [10]. Still these two ranges in every rule are to be encoded by one of the range encoding methods (e.g., prefix expansion [17] or SRGE based on Gray encoding [3]). Intuitively, representations narrowing down the covered field ranges can significantly improve memory requirements. This is a reason why the notion of subranges introduced in this paper allow to implement rule disjointedness only on 3 bit indices (see Fig. 1c).

Fig. 1d demonstrates advantages of per-bit resolution leading to significant reduction in TCAM memory requirements both in total bits and ternary entries (e.g., RR allows to reduce the number of ternary entries maintained in TCAM from 60 to 4 for SRGE range encoding).

Based on properties of subranges, we introduce heuristics to find efficient classifier representations in TCAMs. We demonstrate the viability of our approach through comprehensive evaluation where in the extreme case all six fields are based on ranges. Such classifiers cannot be implemented in TCAM with the conventional methods dealing with equivalent classifiers. The evaluation results together with analytic observations confirm that subranges could be an interesting direction to implement a fundamental tradeoff between expressiveness and scalability.

2 MODEL DESCRIPTION

A packet header $H = (H_1, \ldots, H_k)$ is a concatenation of $k$ header fields, where each header field $H_i$ is a binary string on $w_i$ bits; headers are matched by classifiers. A classifier $\mathcal{K} = \{R_1, \ldots, R_N\}$ is an ordered (by $\prec$) set of rules, where each rule $R_i = (F_i, A_i)$ consists of a filter $F_i$ and the associated action $A_i$. A filter $F_i$ is a sequence of $k$ field representations, where each field representation $F_{i,j}$ is on $w_j$ bits corresponding to the header field $H_j$. In this paper we consider two types of field representations: (1) a range of values; and (2) a ternary bit string, where each bit can have one of the three values 0, 1, or * (“don’t care”). We say that a range $I$ is matching a value $x$ if $x \in I$. We say that a ternary bit string $T$ matching a binary string $H$ of the same length $l$ if for each bit index $1 \leq i \leq l$ either $H[i] = T[i]$ or $T[i] = *$. In the case of ternary field representations, a filter is a ternary bit string produced by concatenation of the ternary bit strings of the corresponding field representations. A filter $F$ matches a header $H$ if every $F_j \prec F$ matches the corresponding header field $H_j$. We say that two filters $F_1$ and $F_2$ are disjoint if no single header matches both of them. Otherwise, $F_1$ and $F_2$ intersect. Two rules intersect (are disjoint) if their filters intersect (are disjoint). The main purpose of the classification process is to find the action corresponding to the highest priority rule matching a given header that we call a classifying rule. If there is no rule matching $H$ in $\mathcal{K}$, the classification result is a default action that differs from all actions in $\mathcal{K}$. Two classifiers (or representations) are equivalent if the classification result coincides in both classifiers (representations) for all headers.

Example 2.1. A sample 2-field ($k = 2$) range-based classifier $\mathcal{K}$ with 3-bit fields ($w_1 = w_2 = 3$).

<table>
<thead>
<tr>
<th>$\mathcal{K}$</th>
<th>$I_1$</th>
<th>$I_2$</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>[0, 6]</td>
<td>[2, 5]</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>[0, 3]</td>
<td>[1, 3]</td>
<td>$A_2$</td>
</tr>
</tbody>
</table>

A header $H = (010, 001)$ is classified by $R_2$ since it is matched only by $R_2$; a header $H' = (010, 011)$ is matched by both $R_1$ and $R_2$ but $H'$ is classified by $R_1$.

3 RANGE ON A SUBSET OF BITS

Recall that each range is encoded into multiple ternary entries whose number is at most linear to the field width (in bits) independently from range encoding methods [16]. Intuitively, taking values on a subset of bit indices of a given range leads to consideration of a smaller set of values and potentially more efficient representations in ternary entries than the originally given range. But this is not enough, for correctness, we need that a matched value in the original range continues to be matched the corresponding entity on the representing subset of bit indices. In this section we introduce such entities implementing both efficiency and correctness that we call subranges and study their properties.
Consider a non-empty subset of bit indices \( B \subseteq \{1, 2, \ldots, w\} \) of a \( w \)-bit range \( I \). For a value \( x \), denote by \( x^B \) a value obtained from \( x \) by taking the values of bits at the positions in \( B \). Also we denote by \( I^B \) a set of values on \( B \) bit indices obtained from the values in a range \( I \).

**Example 3.1.** Consider a 5-bit range \( I = [23, 25] \). The following table consists of values \( x \in I \) and \( x^B \in I^B \) for a subset of bit-indices \( B = \{1, 3, 5\} \); \( I^B = \{4, 5, 7\} \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>23</th>
<th>24</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^B )</td>
<td>7(1110)</td>
<td>4(1000)</td>
<td>5(1010)</td>
</tr>
</tbody>
</table>

In the following we explore structural properties of \( I^B \) in details. First, note that \( I^B \) is not necessarily a range, in Example 3.1, \( I^B = \{4, 5, 7\} \) contains also a single value. Next we explore \( I^B \) properties on ranges containing at least two values.

For a range \( I = [l, r] \), let \( \text{sim} (I) \) be a first bit index whose value differs in the binary representations of \( l \) and \( r \); in Example 3.1 \( \text{sim} (I) = 2 \). We say that a \( w \)-bit range \( I = [l, r] \) is a left border range if \( l \mod 2^{w-\text{sim}(I)} = 0 \) and \( l \) is a right border range if \( (r+1) \mod 2^{w-\text{sim}(I)} = 0 \). For instance, \( I = [24(11000)_{2}, 28(11100)_{2}] \) is a left border range; and \( I = [19(10011)_{2}, 23(10111)_{2}] \) is a right border range.

**Observation 1.** A range \( I = [l, r] \) can be represented as a union of a right border range \( I_1 = [l, l + (2^{w-\text{sim}(I)} - 1)] \) and a left border range \( I_2 = [r - r \mod 2^{w-\text{sim}(I)}, r] \).

For instance, \( [9, 14] \) is a union of \( I_1 = [9, 11] \) and \( I_2 = [12, 14] \). To understand the properties of \( I^B \), we are starting with a special case of a range \( I \) when \( I \) is a left (right) border range.

**Lemma 3.2.** For a subset of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a \( w \)-bit range \( I = [l, r] \), if \( l \) is a left (right) border range, the corresponding \( I^B \) is a \( |B| \)-bit left (right) border range.

**Proof.** We show the lemma only for the case when \( I \) is a left border range. For the right border range the proof is symmetric. Note that it is sufficient to show the lemma only for the case when \( \text{sim}(I) = 1 \) (i.e., \( l = 0 \)) since in other cases the bits at the first \( \text{sim}(I) - 1 \) positions coincide for all values belonging to \( I \). For a range \( I = [0, r] \), consider two values \( x, y \) such that \( x < r \) and \( y = x + 1 \); then, either \( y^B = x^B + 1 \) or \( y^B \leq x^B \). Thus, \( I^B \) is a range \([0, m^B] \), where \( m^B \) is a maximal value belonging to \( I^B \).

Now we are ready to show that the structure of \( I^B \) is similar to the structure of a regular range \( I \); namely, both \( I^B \) and \( I \) can be represented as a union of the left and right border ranges despite the fact that \( I^B \) is not necessary a range.

---

1 or, and are bitwise operations.

---

**Algorithm 1** Construction of \( I^B \) for \( w \)-bit range \( I = [l, r] \)

1. procedure IS_DIFFERENT_BIT(I, r, w, x)
2. if \( l \) and \( 2^{w-\text{sim}(l)} \) differ then return true
3. return false
4. else return false
5. \( p = \{x : x \notin B, IS\_DIFFERENT\_BIT(l, r, w, x)\} \)
6. if \( p = \emptyset \) then return \( I^B \)
7. \( m = r + (2^{w-\text{min}(p)} - 1) - 2^{w-\text{min}(p)} \)
8. return \( I^B \)

**Theorem 3.3.** For a subset of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a \( w \)-bit range \( I \), the set \( I^B \) can be represented as a union of the \( |B| \)-bit left border range and \( |B| \)-bit right border range.

**Proof.** By Observation 1 a range \( I \) can be split into the left and right border ranges. Applying Lemma 3.2 for these border ranges, the theorem immediately follows.

By definition we knew that in general \( I^B \) is a set of values, Theorem 3.3 sheds a light on internals of \( I^B \). From now on, we call a set \( I^B \) of values as a sub-range of a \( w \)-bit range \( I \) on bit-indices \( B \subseteq \{1, \ldots, w\} \). Algorithm 1 shows how to construct \( I^B \) for a given range \( I \) and a subset of bit-indices \( B \).

**Lemma 3.4.** For a set of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a left (right) border range \( I \), the procedure REDUCE_LEFT (REDUCE_RIGHT) in Algorithm 1 correctly constructs \( I^B \).

**Proof.** We show the lemma only for the case when \( I \) is a left border range; for the right border range the proof is symmetric. Since \( I \) is a left border range, \( I^B = [I^B, m^B] \) for some \( m \in I \). Denote by \( t \) a minimal bit index such that \( t \notin B \) and the binary representations of \( I \) and \( r \) differ at the position \( t \). Since \( I \) is a left border range values of \( l \) and \( r \) at the position \( t \) equals 0 and 1, respectively. For \( r \) and \( m \), the values of bits at the bit positions in \( B \) preceding \( t \) coincide; otherwise, there exists a bit index \( t' < t \) such that \( t' \notin B \) and \( 2^{w-t'} \neq r \) and \( 2^{w-t'} \) contradicting to minimality of \( t \). Since a bit at the \( t \)-th position is not considered during construction of \( I^B \), we can obtain \( m \) from \( r \) by setting in a binary representation of \( r \) the bit value at the \( t \)-th position to 0 and at the positions succeeding \( t \) to 1. If there is no such position \( t \) then \( m = r \).
H = (11001, 10100, 10011) 

The correctness of the theorem immediately follows from the fact that prefix expansion or SRGE encoding of a single w-bit left (right) border range consists of at most w − 1 ternary bit strings.

Note that we can operate on subranges as on regular ranges since the intersection of two subranges can be verified in a constant time. Now we are ready to move on to equivalent representations of multi-field range-based classifiers.

4 EQUIVALENT REPRESENTATIONS

In difference from the previous works considering equivalent classifiers by encoding all ranges of every field [3, 17] (to list a few), [10] proposes equivalent multigroup representations (not classifiers). These representations consist of at most β lookup tables implementing rule disjointness on a subset of fields followed by false-positive checks, where β is a constant.

Figure 2: Multigroup representations our RR method vs. SAX-PAC [10]: (a) an original classifier K with 3-field rules, each field is on 5 bits; (b) SAX-PAC representation of K on two groups: the first group rules are disjoint on a single field; the second group rules are disjoint on two fields; (c) the proposed RR implementing rule disjointness on a single bit in the first group and on three bits in the second group.

**Theorem 3.5.** For a given subset of indices B ⊆ \{1, . . . , w\} and a w-bit range I = [l, r), the procedure reduce in Algorithm 1 correctly calculates \( B^\text{in} \) in \( O(w) \) time.

**Proof.** If a range I contains a single value, \( B^\text{in} = [B, B] \), otherwise I can be split into the left and right border ranges \( l_1, l_2 \) and then their sub-ranges are constructed correctly by Lemma 3.4. The running time immediately follows by construction of Algorithm 1.

Recall that encoding of a w-bit regular range consists of 2 · w − 2 ternary bit strings for the prefix expansion and 2 · w − 4 for SRGE in the worst case. The following theorem shows that while a subrange \( B^\text{in} \) is not necessary a range, its ternary encoding consists of at most 2 · |B| − 2 ternary bit strings for both prefix expansion and SRGE encoding.

**Theorem 3.6.** A subrange \( B^\text{in} \) can be encoded by at most 2 · |B| − 2 ternary bit strings using prefix expansion or SRGE encoding.

**Proof.** The correctness of the theorem immediately follows from the fact that prefix expansion or SRGE encoding of a single w-bit left (right) border range consists of at most w − 1 ternary bit strings.

Note that we can operate on subranges as on regular ranges since the intersection of two subranges can be verified in a constant time. Now we are ready to move on to equivalent representations of multi-field range-based classifiers.

**Figure 3:** Encoding sizes of the representations in Fig. 2. Corresponding to a number of “pseudo-parallel” lookups that can be issued at line-rate. Representations in [10] allow to encode only a subset of ranges participating in lookup tables in difference from equivalent classifiers requiring encoding all range fields of every rule. Because of rule disjointness only a single rule can be matched at each lookup table; hence, for an incoming header, the false-positive check is done only on matched rules whose ranges can be verified without encoding. Multiple lookup tables (a multi-group representation) are necessary to deal with general classifiers whose rules can intersect on all fields and to improve representation efficiency. Note that different lookup tables (groups) can use different subsets of fields to implement rule disjointness.

Formally, consider a classifier \( K \) with \( k \) fields represented by ranges. Let \( \mathcal{G} \) be a set of \( \beta \) disjoint groups containing rules from \( K \), where every group implements rule disjointness on at most \( k − 1 \) fields. Since not all rules can be covered by \( \mathcal{G} \) for a given classifier \( K \), there is a portion of remaining rules \( C \) from \( K \) not belonging to \( \mathcal{G} \). The classification process in [10] is the following: (1) find a classifying rule at every group (lookup table) and perform a false-positive check for every matched rule (at most \( \beta \) overall); (2) independently with (1) find a classifying rule in \( C \); (3) from at most \( \beta \) matched rules passing a false-positive check and a classifying rule in \( C \) return the action of a rule with the highest priority or the default action if there is no a single matching rule for a given header. The classification process is depicted in Fig. 2b. In [10] the authors show that this representation is equivalent to an originally given \( k \)-field classifier whose fields are represented by ranges.
Algorithm 2 Heuristic for SAX-PAC [10] representation

1: procedure GROUP_BUILD($K, L$)  
2: $G = \{\}$  
3: for $r \in K$ do  
4: if $R^L : R^G \subseteq G$ then  
5: return $G$  
6: procedure FIND_MAX_GROUP($K, l$)  
7: $L = \text{a set of } l \text{ fields maximizing } \text{GROUP}\_\text{BUILD}(K, L)$  
8: return $(\text{GROUP}\_\text{BUILD}(K, L), L)$  
9: procedure GREEDY_GROUP($K, l$)  
10: $G = \{\}$  
11: while $K \neq \emptyset$ do  
12: $G, L = \text{FIND}\_\text{MAX}\_\text{GROUP}(K, l)$  
13: $K = K \setminus G$  
14: $G = G \cup \{G^L\}$  
15: return $G$

Since our goal is to demonstrate advantages of per-bit over per-field resolution, we follow the same classification process and consider the similar representation ($G, C$) but now each group implements rule disjointness on a subset of subranges (at most one per field) on $B = \{B_1, B_2, \ldots, B_k\}$, where $B_k$ is a subset of bit indices of a field $F_k$. Note that $B_k$ can be empty meaning that the corresponding field does not participate in the lookup table. Observe that different groups in $G$ can implement rule disjointness on different $B$s.

The classification process is illustrated in Fig. 2c. Similarly to the representation with per-field resolution this representation is equivalent to an originally given classifier with two differences: the matching property of subranges and the false-positive check that should be done on all $k$ fields (and not only on the remaining fields as in [10]). The impact of per-bit versus per-field resolution can be seen in Fig. 3.

We assume that both $G$ and $C$ (if $C$ exists) are implemented in TCAM. For a given range encoding method $E$ and a classifier $K^B_2$ on $B$ bit indices, denote by $E(K^B_2)$ the total size in bits of all ternary rules constructed from $K^B_2$. Similarly, the size $E(G)$ is a total size of containing groups.

**Problem 1.** For a given range encoding method $E$ and a range-based classifier $K$ find a multigroup representation $(G, C)$ minimizing $E(G) + E(C)$.

Even in the special case of a $\beta = 1$ this problem is intractable that can be shown by reduction from SetCover [8]. Since SAX-PAC representations are included in the set of considered solutions of Problem 1, the resulting encoding of any SAX-PAC representation is no better than the optimal solution of Problem 1.

5 EVALUATION STUDY

In this section we explore the impact of subranges on efficiency of classifier representations.

**Evaluated heuristics.** Since we want to demonstrate the impact of range representations with per-bit versus per-field resolution, we use the same heuristic as in SAX-PAC [10] to build a multi-group representation; we consider two cases: at every group the rules are pairwise disjoint based on one or two fields ($l = 1$ or $l = 2$); see GREEDY_GROUP($K, l$) in Algorithm 2. Since SAX-PAC implements per-field resolution for range-based fields, to be stored in TCAM, they are encoded into ternary entries by one of the encoding methods (in our case prefix [17] or SRGE [3]). The proposed RR starts with the same assignment of $K$ rules into multiple groups as in SAX-PAC but now for every range-based field a subrange is found minimizing the total size in bits or in ternary entries; see GREEDY_GROUP_BIT($K, l$) in Algorithm 3. For cases when $l \leq 2$ the running time of Algorithm 2 is $O(N^2 \cdot k^2 \cdot \beta)$ and the running time of Algorithm 3 is $O(N^2 \cdot k^2 \cdot \beta + N^2 \cdot w^2)$, where $N$ is a number of rules in $K$.

**Methodology.** Since the goal of this paper is to understand design principals to represent desired levels of expressiveness and scalability, we assume the extreme case when all classifier fields are represented by ranges. Each synthetically generated classifier consists of 10000 rules that are generated independently. Each field range $I = [l, r]$ is generated independently according to the following distribution: (1) the value of $\text{sim}(I)$ is chosen uniformly at random; (2) the range bounds $l$ and $r$ are generated uniformly such that the binary representations of $l$ and $r$ coincide on the first $\text{sim}(I) - 1$ bits. Though other distributions are possible, we choose this one to simulate sparseness of covered range values. In our experiments we vary a number of range-based fields in a rule and a range width in bits. For both SRGE and prefix range encodings, we compare the total size in bits and entries among (1) conventional equivalent ternary classifiers, (2) multi-group representations with per-field resolution as in SAX-PAC (the columns SAX-PAC in Fig. 4 and Fig. 5), and (3) multigroup representations with per-bit resolution constructed by GREEDY_GROUP_BIT (the columns RR in Fig. 4 and Fig. 5). We release the code for our evaluation study as an open source [7].

**Impact of range width.** In the following denote by $G_1$ and $G_2$ multi-group representations implementing rule disjointness on one and two fields, respectively. For classifier
rules based on four 16-bit ranges encoded by prefix expansion, the total size of $G_1$ with per-field resolution is 1.73 times bigger than with per-bit; this ratio is rapidly growing when range width is increasing; e.g., for 32-bit ranges the same ratio is already equal to 10. The similar effect is seen on the total size in bits for the both range encoding methods. For $G_2$ representations, the effect of per-bit resolution is even more pronounced; e.g., for classifier rules consisting of four 32-bit ranges encoded by SRGE, the ratio between per-field and per-bit resolution in ternary entries is already 70 times since the total size of $G_2$ depends quadratically on range width.

**Number of fields in a rule.** Increasing the number of fields has no significant effect on the total size of multi-group representations with per-field resolution and this is a significant advantage of SAX-PAC versus equivalent classifiers encoding all ranges. The per-bit resolution provides additional memory saving since it allows to pickup multiple subranges minimizing the total size; e.g., for classifier rules on six 32-bit ranges, the size of SRGE encoding for $G_1$ with per-bit resolution is 10830 ternary entries which is very close to the optimal case when every range-based rule is encoded by a single ternary entry; from the other hand, $G_1$ with per-field resolution and SRGE encoding requires 96610 entries. In the worst case among all experiments, the average number of ternary entries in $G_1$ with per-bit resolution does not exceed 2.4 entries per rule.

**Number of groups.** $G_2$ requires smaller number of groups than $G_1$ when per-field resolution is considered; from the other hand, the total size of encoded ternary entries is significantly bigger for $G_2$ than for $G_1$; e.g., for rules on five 32-bit ranges, the total size of $G_2$ in entries for SRGE encoding is 17 times bigger than for $G_1$. For per-bit resolution, this effect is less pronounced and does not exceed 6 times in all experiments. Note that in all experiments for classifiers with at least 24-bits range width, the number of entries required for $G_2$ with per-bit resolution is smaller even than for $G_1$ with per-field resolution showing effectiveness of per-bit resolution for reduction not only of the total size (both in entries and bits) but also of the number of required groups.

### 6 CONCLUSION

Range-based field representation is an important abstraction to balance between scalability and expressiveness in packet classifiers; when a number of range-based fields is growing, equivalent classifiers encoding all ranges is not the right direction. Equivalent representations (not classifiers) as SAX-PAC [10] significantly improve memory requirements but still operating with per-field resolution can demand significant memory resources and the number of groups to implement desired structural properties. In this paper we introduce a notion of subranges allowing to operate on ranges with per-bit resolution and overcome constraints of per-field representations. Coexistence of subranges with other encoding methods as [1, 2, 5] and software-based classifier representations in regular memory we leave for the future study.
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