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Abstract—Event-based vision fosters a new way of sensing reality. Event-based cameras work radically differently compared to legacy frame-based cameras because they continuously measure brightness changes at a per-pixel granularity (i.e., events) rather than snapshots of intensity measurements (i.e., frames). Event-based cameras are applied in robotics and augmented and virtual reality applications due to their properties of low-latency, high temporal resolution and dynamic range. For example, they greatly improve unmanned aerial vehicle (UAV) navigation and collision avoidance. While event-based vision is currently restricted to local devices, in the near future applications involving distributed systems will gain momentum, such as the coordination of swarms of UAVs or robots. However, the network traffic characteristics of event-based vision systems are largely unexplored. In this paper, we aim to fill this gap by providing the first study of network traffic generated by event-based cameras. To this end, we employ publicly available data sets and experimentally study properties like the impact of packet/event losses on typical computer vision operations like tracking, and the implications of medium access under contention. We find that complex scenes that incur a high event generation rate are more robust against packet loss due to transmission errors or wireless contention. Conversely, packet loss or delay are more harmful to tracking and visualization operations when the event generation rate is small.

I. INTRODUCTION

Video is a very popular information source for applications in the field of pervasive computing. Such applications stem from human activity recognition [2] (e.g., eye fatigue detection [3], or elderly fall detection [4], [5]) to Virtual/Augmented reality (AR/VR) [6]. Processing video images is common practice with deep neural networks, that are nowadays the foundation for computer-vision operations like object detection, recognition and tracking thanks to their ability of extracting high-level features from a scene [7].

In AR/VR applications, tasks like object detection and recognition over one video frame can last more than 1 s if performed on mobile devices with TensorFlow Lite and convolutional neural networks [8]. Frame skipping and pre-emption, i.e., interrupting the transmission of one frame in favor of another with more significant content, are other techniques used to reduce the amount of information to be transmitted and processed in order to achieve average glass-to-glass latencies of 21.2 ms. However, even such figures do not meet the very strict latency requirements of future tactile internet applications. For tactile internet, fifth generation (5G) mobile networks include specific ultra reliable and low latency communications (URLLC) [9]. The Third Generation Partnership Project (3GPP) has defined a target user plane latency of 1 ms for both uplink and downlink transmissions, and a reliability requirement of 99.999% to transmit a 32 Byte packet. Current networks are still unable to meet the 1 ms round-trip time (RTT) and besides network specific components, also processing contributes significantly to the latency budget. In a sensor-to-actuator control loop, 0.65 ms are spent by the sensor, wireless and wired communication, leaving only 0.35 ms for processing of data in a local multi-access edge computing (MEC) environment [10]. Video processing imposes a non-negligible time cost because of the intrinsic nature of the video creation. Conventional video tools capture a number of snapshots over fixed periods of times (i.e., the frames) and this generates redundant information, motion blur and the frames are subject to the lighting conditions of the recording. In turn, to extract meaningful information and prior to performing any feature extraction for detection and recognition, the video should undergo additional processing operations to, e.g., improve poor image quality when recording during moonlight [11] or reconstruct the blur-free latent images [12]. All this additional processing negatively affects latency.

In the last years, a new vision paradigm has emerged and gained momentum. Event-based cameras measure brightness of changes at a per-pixel granularity (i.e., events) rather than intensity measurements (i.e., frames) [14]. The high temporal resolution and low latency (events are transmitted once detected, at µs resolution, much lower than the legacy frame-based camera exposure time), and the high dynamic range (> 120 dB, whereas high quality frame-based cameras achieve 60 dB) have made them the candidate instrument for robotic applications where real-time interaction is crucial, e.g., drone racing [15]. Other applications involve object tracking, recognition, gesture control, monitoring and surveillance [13].

Event-based cameras have attracted interest of both industry and academia. Recently, Prophesee has launched the first event-based sensor for IoT devices for Industry 4.0[2]. This is a

1Similarly to [13], we denote as brightness the log level intensity of light.
2Available at: https://www.prophesee.ai/event-based-sensor-packaged/
promising news as mass production will enable commercial-scale adoption of the event-based vision paradigm. Prof. Davide Scaramuzza, who pioneered the development of event-based vision since the very beginning, has been recently awarded with a ERC Consolidator grant for his project “Agile Flight: Low-latency Perception and Action for Agile Vision-based Flight” that fosters autonomous UAV flight through event-based vision. To this date, event-based cameras have always been employed on board or in close proximity to the device performing actuation, and streaming such events remotely is largely unexplored.

In this paper, we conduct an empirical study to characterize network traffic generated by event-based vision systems with the objective to identify properties that can help overall system performance. Specifically, this study sheds light on the nature of the traffic itself in relation to the complexity of the scene and the implications of losses and medium access on the performance of computer vision operations like object detection and tracking. To quantify such implications, besides network-related indicators, we further evaluate well known image quality metrics. To the best of our knowledge, we are the first to perform such a measurement study and we believe it provides the research community with a missing piece of the puzzle to foster the adoption of event-based cameras in distributed systems.

In summary, this paper makes the following contributions:

- We study the characteristics of event-based camera datasets made available by the computer vision research community and we identify the relation between the complexity of the scene and, in turn, the event generation and packetization processes.
- We study the properties of network traffic when a single pair of transmitter-receiver 802.11ac stations is transmitting event-based camera traffic. This uncovers the impact of network losses on the performance of computer vision operations such as object tracking.
- We perform measurements with an extensive set of background traffic distributions (originated by the network traffic generator D-IGT [16] and by the corporate network of IMDEA Networks) to analyze the behavior of event-based camera traffic in the presence of medium access contention. This allows to study the combined effect of packet loss and contention on the performance of remote computer vision operations.

The rest of the paper is structured as follows. Section II provides background on event-based vision systems. Section III presents the evaluation framework by illustrating the characteristics of the datasets, the software, and the testbed employed for evaluation. Section IV is the core of our work and illustrates the insights obtained from the measurement analysis. Finally, Section V concludes the work.

II. BACKGROUND ON EVENT-BASED VISION

Legacy vision systems rely on frame-based cameras whose sensors provide an absolute and direct brightness measurement per pixel at a low and constant rate (e.g., 30 fps). Conversely, event-based cameras measure the change of brightness, or temporal contrast, per pixel. This paradigm is based on Dynamic Vision Sensors (DVSs) that employ a bio-inspired approach to emulate the behavior of the retina [14]. Specifically, the “silicon-retina” of DVSs registers events or spikes, i.e., positive/negative log intensity changes measured at a pixel whenever a threshold is crossed. These events are recorded and transmitted from the pixel array of the sensor in the form of an address-event representation (AER) [17]. Fig. 1 exemplifies the different operational principles behind event- and frame-based cameras. By denoting as \( I \) the brightness\(^4\) and \( \Delta I \) the threshold, the upper plot shows the function mapping the changes of brightness at the pixel \( p \) with coordinates \( (x,y) \). The lower part of the plot shows the output, i.e., events and frames. Consider now two measurements at \( t_{e_1} \) and \( t_{e_2} \), and \( E = \ln I|_{t_{e_2}} / \ln I|_{t_{e_1}} \). When

\[
\begin{align*}
E > \Delta I & \quad \text{the event is “positive”;} \\
E < \Delta I & \quad \text{the event is “negative”}.
\end{align*}
\]

Such an approach allows to significantly reduce information redundancy and the latency between photodiode illumination change detection and its off-chip transmission down to \( \approx 15 \) µs. By contrast, the frame-based approach imposes a (slower) fixed integration time to produce one frame, e.g., 33.3 ms for a video recorded at 30 fps resolution. This is shown in Fig. 1 as the periods \( t_0 - t_f \) and \( t_f - t_{f_2} \) which result in frames \( f_1 \) and \( f_2 \) respectively. As a side effect of triggering events rather than

\(^3\)Available at: https://www.eenewseurope.com/news/nccr-robotics-lab-gets-eu-2-million-european-grant-autonomous-drones

\(^4\)According to [13], “Brightness is a perceived quantity” and the log intensity is typically employed allow to distinguish well uniformly-lighted scenes.
of frames, DVSs achieve much higher dynamic range (in the order 120 dB) that significantly exceeds the one of high-quality frame-based cameras (in the order of 60 dB) [13]. This allows to perform low light video recording, e.g., during moonlight.

Robotic systems have strict timing requirements in order to meet control-loop deadlines and operate in (or close to) real-time. This requires a legacy frame-based camera to operate at a high frame rate which, in turn, produces a large amount of data leaving only few instructions per pixel for processing [18] on current CPUs. In scenarios that involve drones or autonomous driving, it is important to continuously track the environment to estimate the position of a moving object (e.g., counting cars passing by a point of interest [19] or trajectory estimation for autonomous driving of UAVs [20]). In this case, legacy vision frame-based cameras at high frame rates lead to significant motion blur, which makes it harder for the algorithms to infer trajectories precisely.

Table I recaps the main differences between event-based and frame-based camera sensors.

### III. The Evaluation Framework

#### A. The Datasets

The computer vision research community has made available a number of datasets with recordings from event-based cameras. The datasets typically use the following formats:

- **text format**: provides one event per line in common text files.
- **binary format**: records events in arrays that can be interpreted by the Robot Operating System (ROS).

In both cases, the information recorded as *event* consists of a timestamp (with μs accuracy), pixel position (row and columns) and polarity (“positive” and “negative”). The former format is more suitable for analysis with Matlab or Python, while the latter is used for example for the visualization framework jAER (see § III-B). We resort to the second option for our study.

The considered datasets were generated using different sensors, namely the DAVIS240C (resolution of $240 \times 180$ pixels, $120 \, \text{dB} \, \text{dynamic range}$, up to $12 \, \text{MEvents/second}$, dimensions in mm $56 (h) \times 62 (w) \times 28 (d)$) and DAVIS346 ($240 \times 180$ pixels, $120 \, \text{dB} \, \text{dynamic range}$, $12 \, \text{MEvents/second}$, dimensions $40 (h) \times 60 (w) \times 25 (d)$) sensors from iniLabs\(^5\) with 8 Byte event resolution. Scene complexity is an important factor in our choice of the datasets. As event-based cameras capture motion changes, the complexity of a scene is defined in terms of the number of moving objects, their speed and the (moving) background. We therefore select datasets with increasing level of scene complexity and size, which is function of the length of the video recording and the scene complexity itself. Fig. 2 shows all the datasets and depicts in green and red “positive” and “negative” events respectively. Specifically, we consider:

- The *butterfly* dataset (Fig. 2(a)) is a 6 s video recording with a butterfly moving in the vicinity of a flower. Overall it generates 225 876 events, which makes it the smallest dataset in the pool. It is also the one with lowest scene complexity as the velocity of the butterfly and flower motion is slow.
- The *shapes* dataset (Fig. 2(b)) is a 60 s long video with a total number of events 23 126 288. The event-based camera records with increasing levels of rotational motion a set of shapes fixed on a wall with white background.
- The *poster* dataset (Fig. 2(c)) is also a 60 s long video, but features a total number of events much higher than the above dataset (169 350 136). Like shapes, this dataset is also recorded with increasing levels of rotational speed, but the heavy textured background triggers many more events than the white background wall.
- The *drone* dataset (Fig. 2(d)) contains a 73.2 s long video recorded by an event-based camera mounted on a drone flying at a maximum velocity of 12.78 m/s in a room. The scene accounts for a total number of events of 51 023 819. Unlike the previous datasets that were all generated with the DAVIS240C sensor, this dataset was produced with the DAVIS346B mounted on a quadrotor.
- The Multi Vehicle Stereo Event Camera (*drive*) dataset (Fig. 2(e)) comprises a number of measurements taken at day/night with different vehicles (car/motorbike). Specifically, we consider the Outdoor Driving Night 1 dataset which contains a 262 s video recorded by a car during night and accounts for a total of 101 178 636 events. This dataset was generated with the DAVIS346B sensor.

#### B. The Software

A number of software frameworks for event-based cameras are available [13]. The most popular and widely adopted is jAER, a Java-based framework\(^6\) that allows to visualize and process recorded AER-compliant datasets or live recording through a set of pre-installed filters. In the latter case, event-based cameras can be connected via a USB interface and jAER reads the incoming stream of events. jAER, consists of around 300 classes, including a specific application called jAERViewer for the actual rendering, filters and visual annotations like cluster mass or identifier.

For remote communications, jAER employs a UDP socket. Fig. 3 shows the operational workflow. jAER implements a thread that reads events during a window $W$ (for transmission or for display). At the transmitter side, during $W$, jAER counts the

---

\(^5\)Available at: https://inilabs.com/

\(^6\)Available online at: http://jaerproject.org
number of events to determine the number of UDP packets to be passed to the network interface (event generation). These events are temporarily written into a buffer $B$ that is implemented with an ArrayBlockingQueue, i.e., a bounded-buffer that ensures fairness with multi-threading by ordering producer and consumer threads. The maximum size of $B$ is of 63 KBytes, slightly lower than the maximum UDP payload size. A specific consumer thread takes care of reading from $B$ and sending the packets to the network interface and at the receiver side the reverse process takes place to extract events from the packets for playback.

C. The Testbed

Fig. 4 shows the testbed employed in the experiment and illustrates the equipment and the setting. Specifically, Fig. 4(a) shows the lab equipment, which in its basic setup includes two laptops for transmitting and receiving the event-based camera traffic and a WiFi Access Point (AP) that interconnects the two as per Fig. 4(b). For our study, we install jAER on both laptops that stream the flow of events. When studying the implication of accessing the medium with contention, we employ an additional laptop which generates background traffic. Specifically, the transmitter is a Dell Latitude E6430 with an Intel i7 − 3720QM processor at 2.60 GHz, 16 GB RAM and Linux Ubuntu 18.04 LTS. The receiver is a Dell Latitude E7440 with an Intel i7 − 4600U processor at 2.1 GHz, 8 GB RAM and Linux Ubuntu 16.04. Both are equipped with a 802.11ac compliant interface. The AP is a NETGEAR Nighthawk X10 R9000 supporting the 802.11ac protocol in the 5 GHz band (80 MHz wide channel).

For the network, we rely on 802.11ac because since its release in 2012 it became the dominant standard currently on the market, and only few devices equipped with the newer standard 802.11ax (WiFi 6) are available [26]. We choose not to perform experiments with LTE networks because their latencies are in the order of tens of milliseconds and are much higher than those achievable with 802.11ac. Furthermore, the latter operates in the unlicensed band and is easier to setup and operate. These are the main reasons for which nowadays most of factory floors rely on such communication technology [27], [28].

D. Evaluation Metrics

In the measurement study, we use a number of performance indicators that are specific to measure network performance and image quality. This section quickly overviews the former metrics that are well known to this community and mainly focuses on the latter metrics.

Concerning network-related metrics, we employ throughputs to measure the amount of data transferred, packet inter-arrival times to determine the distribution of traffic at the receiver side and the retransmissions that correspond to the number of packets that the AP had to resend because they were not properly decoded at the receiver side.

Concerning image quality metrics, we resort to both reference-based and non-reference-based evaluation [29]. The former category features metrics that require comparison between a high-quality reference image and the image under evaluation. Metrics that fall into this category are Peak-Signal to Noise Ratio (PSNR) and Structural Similarity Index (SSIM) [30]. In non-reference-based scenarios where it is not possible to compare two images, image quality assessment employs algorithms that evaluate a single image at a time by first extracting relevant features and then finding patterns among the features. In this category we resort to the blind/referenceless image spatial quality evaluator (BRISQUE) [31]. Specifically:

- PSNR operates at per-pixel intensities and is expressed in dB as $10 \log_{10} P$/MSE where $P$ is the maximum pixel value and MSE is the Mean Squared Error, i.e., averages of the squared difference of the pixel intensities of the reference image and the one under assessment. The PSNR metric can assume values up to infinite when the MSE approaches zero and this occurs when the images used for comparison are similar. Typical values are in the range of 20 − 50 dB.
- SSIM is designed to evaluate the perceived change of structural information and assesses image distortion with respect to the reference image as a combination of loss of structural correlation, luminance and contrast distortion. The SSIM metrics can assume values in the range of 0 : 1, where 1 implies a perfect structural similarity (i.e., the
images are equal), 0 no structural similarity and values below 0 difference.

- BRISQUE extracts the so-called natural scene statistics (NSS). It allows to measure the deviation of the distribution of pixel luminance of the image under assessment and that of the corresponding natural image for which the distribution is known to be always Gaussian. Typical values of the BRISQUE metric are in the range of $0 - 100$, where 0 is the best quality score and 100 is a soft upper bound that indicates a bad quality score.

IV. NETWORK TRAFFIC CHARACTERIZATION

This section presents the results of our study by first analyzing the characteristics of the datasets (§ IV-A) and then analyzing properties of the network traffic when only event-based camera traffic flows in the network (§ IV-B). Finally, we verify the findings obtained from tests in isolation to the more general case of a network with background traffic and we look specifically to the implications of accessing the medium under contention (§ IV-C).

A. Dataset Analysis

The objective of this subsection is to expose the correlation between scene complexity and the event generation process, which is essential to capture the dynamics of packet generation (see § IV-B). For the study, we analyze with Matlab the datasets shapes, poster and drones (see § III-A) that are in text file format, with events.txt containing one event <timestamp, x, y, polarity> per row.

Fig. 5 shows the event generation rate over time for the three datasets. Note that shapes and poster have the same recording time (60 s) while drones features a longer scene (72 s). For simplicity we cut the drone scene to 60 s as well. Recall that the shapes and poster datasets were recorded with increasing rotational motion (up to 730° and 884° for the shapes and the poster datasets respectively), but the magnitude of events generated by poster is significantly higher (by a factor of 10) because of the textured background. Thus, to provide a fair comparison of the event generation rate, we count the number of events in each second and normalize it with respect to the maximum. The plot confirms that the rate of event generation increases over time. Indeed, the increase of the rotational motion makes the scene much more dynamic and triggers many more events. We also note there is a drop in the rate near second 40 of the recording. As the recordings were captured by moving the event-camera with the hand [23], that drop should be attributed to the recording process (e.g., the recorder moved slowly the camera). Observe for comparison that the event rate generation of the drones dataset is radically different. For the initial part of the curve (before second 7) the rate is close to zero, which is attributed to the take off procedure and the moments in which the drone remains stable while being in-flight (e.g., around second 20 where the drone is hovering). In these moments, the mobility is almost zero and thus only a small number of events are captured.

B. Experiments without Background Traffic

The objective of this subsection is to characterize the nature of the event-based traffic, i.e., how the scene complexity and rate generation process determine throughput and inter-packet arrival times measured at the receiver side. We also evaluate the impact of losses on the performance of the object visualization. To this end, we modify jAER in order to be able to drop a certain fraction of events. Note that the objective of this section is preparatory to understand the more general scenario (see Section IV-C). Therefore, we perform these experiments with
only event-based camera generated traffic and no other station is competing for the medium and transmitting background traffic in our private network.

1) The implications of scene complexity on network traffic: As shown in § IV-A, the complexity of a scene determines the rate at which events are generated. Next, we characterize how these events that are transformed into packets and streamed over our private network determine throughput and inter-packet arrival times.

During the preliminary analysis, we noted that jAER does not fragment UDP packets before transmission over the socket interface. Letting the IP layer deal with fragmentation is detrimental to the performance of the connection [32], since loosing one of the IP fragments makes the entire packet unrecoverable. Therefore, we modify jAER so that packet fragmentation (and re-assembly) occurs at the application layer and we set the maximum size of the payload that UDP carries to 1472 Bytes. This corresponds to a maximum of 184 events per packet.

Next, we measure throughput and packet inter-arrival times at the receiver side. Fig. 6 compares the observed throughput for datasets with highly different scene complexity, i.e., butterfly and drive. To make the two comparable given the short recording time of butterfly, we loop the recording of this dataset for a total duration of 60 s. Low complex scenes like butterfly generate a moderate throughput with peaks at 1.5 Mbps. In contrast, complex scenes like drive generate many more events and in turn traffic. Note that the throughput for drive exhibits a ramp-up phase when events start to accumulate at the transmitter while in the last period (from second 30 onward) the throughput is more stable. A slow down in the event generation rate results in a sudden drop in throughput (e.g., near second 10), where the moto driver is walking the moto out of the parking and suddenly moves slower and almost stops. In turn, the scene does not trigger further events until the driver resumes the movement.

Fig. 7 shows the packet inter-arrival time of the butterfly and drive datasets. Scenes with intermediate or high scene complexity generate events in such a way that the distribution of gaps between consecutive packets have little variation. This does not hold for low-complexity scenes like butterfly.

2) The impact of event loss on object visualization and tracking: The objective of the next set of experiments is to understand how the object visualization and tracking vary when some events are lost within a controlled scenario. To this end, we modify jAER at the transmitter side so that a fraction of events is dropped.

Fig. 8 shows for the shapes dataset the impact of different percentages of losses on the scene visualization, namely 10% and 30%. Recalling that the event generation rate for this dataset increases over time (see Fig. 5), we select two different time instants, i.e., second 1 and 40 of the recording when the normalized event generation rate is respectively around 20% and 85%. We compute PSNR and SSIM metrics by considering as reference images (Fig. 8(a)) and (Fig. 8(d)).

When the event generation is low (Fig. 8(a)), the loss of 10% of events reduces the quality of the visualization, but the tracking algorithm still has a sufficient number of events that produce a cluster that allows to identify and follow the object (see Fig. 8(b)). With the loss of 30% of events, this becomes impossible (see Fig. 8(c)). Note that a change from 10% to 30% of lost events generates a loss of image quality perceived with a PSNR reduction of more than 1.5 dB. We do not notice the same behavior during second 40 of the recording (Fig. 8(d)) and tracking remains possible with either 10% or 30% of event losses because the number of events received is sufficient to form a clear cluster that the tracking algorithm can identify (the PSNR metric actually improves by 0.18 dB with 30% of event losses). Table II evaluates the BRISQUE metric for the six figures shown in Fig. 8. The values BRISQUE metric are high, which indicates that the level of blur and noise of the images is significant. This is expected as the images consist of events only. For Fig. 8(c) we obtain one value greater than 100. This is interesting as 100 is a soft bound for a bad score and it is due to the lack of received and rendered events which makes impossible to extract meaningful features.

C. Experiments with Background Traffic

The objective of this section is to characterize the nature and the behavior of the event-based camera traffic in the presence of background traffic, i.e., when a station transmitting an event-based camera flow competes with other stations to access the wireless medium. As background traffic, both TCP and UDP are
considered and we will evaluate the impact of the background traffic on transmission retries and over the tracking operation similarly to the experiment shown in Section IV-B. To compute the transmission retries, we use the iw dump command to output the MAC kernel module statistics of the network card. These statistics include inactive times, transmit and received bytes and packets, transmission retries (tx retries), signal strength and bitrate.

In this set of experiments, we include an additional laptop in our setup (see Fig. 4) that is the source of the background traffic. It runs both iperf and the D-IGT traffic generator [16]. D-IGT allows to configure the type of transport protocol, e.g., TCP, UDP or SCTP, and parameters like packet size and inter-departure times as random variable following a certain distribution, e.g., exponential, normal, Gamma, Weibull, etc.

In our experiments, we consider UDP as transport protocol and use the following distributions:

- Poisson with mean inter-departure times ($\mu$) of 600 and 1200 packets per millisecond.
- Uniform with min and max rate of $\rho = 300$ and $\omega = 400$ packets per millisecond.
- Weibull with shape parameter $\beta = 0.5$ and scale parameter $\eta = 300$. The shape parameter defines the slope of the distribution, while the scale parameter defines how much the distribution is stretched over the abscissa for a given value of shape.

Although the generation of background traffic with traffic generators allows to control the amount of injected traffic, this is not representative of real networks. For this reason, we also use the IMDEA Networks office WLAN, which provides 802.11ac connectivity to the entire building. In this case, we simply connect to this network the sender and receiver laptops that stream the event-based camera traffic. Fig. 9 shows the bandwidth utilization of the IMDEA Network WLAN during the time of the different experiments as provided by our IT department. Note that single experiments have a duration in the order of minutes and Fig. 9 reports a 30 min period where repeated measurements were taken.
We include, for the sake of comparison, the case when without background traffic (No-back). As the background traffic is that of the IMDEA WLAN network. The high variability is caused by the amount of background traffic present in the network during the various time instances when the single experiment runs were performed (see Fig. 9(a)).

First, note that the various traffic distributions generated by D-IGT lead to a similar amount of retransmissions that ranges from 192 of the Poisson distribution with \( \mu = 600 \) to 241 of the Weibull distribution. The variability, denoted as error bars, is higher for the experiments with the Poisson distribution and very small for the Weibull case. We also run iperf with TCP and UDP traffic and we set for the TCP case 5 parallel connections. Note that the highest amount of retransmissions occurs when the background traffic is that of the IMDEA WLAN network. The high variability is caused by the amount of background traffic present in the network during the various time instances when the single experiment runs were performed (see Fig. 9(a)).

2) The impact of background traffic on object tracking: Also for this experiment, we consider the shapes dataset because it easily allows to track objects because of the type of scene: butterfly only has one distinct element (the butterfly), poster because of the uniform texture does not have identifiable objects, and finally, drone and driving are very complex datasets with lots of identifiable objects with different size. The background traffic is that of the IMDEA WLAN network as per Fig. 9(b).

Fig. 11(a) compares the network throughput observed at the receiver side when the transmitter accesses the medium without and with contention of the IMDEA WLAN network. The latter case yields on average a throughput that is one order of magnitude lower than when the transmitter is alone in the network.

We instrument at the receiver side a procedure to capture screenshots of the jAER window with a granularity of 0.5 s. We then crop the obtained screenshots to limit the region of interest to the visualization window of jAER. This allows to obtain two sets of results: one with the transmitter contending for the medium and one where there is no contention. The evaluation uses reference-based metrics by comparing the two sets of images one by one with a common time reference. Fig. 11(b) and Fig. 11(c) show the obtained results for the PSNR and SSIM metrics respectively. In the first second, no events are rendered, hence the PSNR metric assumes the uncommon value of 361 dB and the SSIM metric equals to 1. Next, the PSNR metric oscillates in between \( 22 \) – \( 25 \) dB, and the SSIM metric oscillates in between \( 0.77 \) – \( 0.87 \), which indicate that in presence of contention much lower events are rendered.

Finally, in Fig. 11(d), we compute the times jAER is successful in correctly jointly visualize and track the objects contained in the shapes dataset during motion (note that visualization alone can be done more often). The tracking algorithm that jAER implements requires that a cluster of events is successfully received to identify the position of the object. However, this cluster might not have a sufficient number of events to correctly visualize the objects. When there is no contention (e.g., No Con. in Fig. 11(d)), in 59% of the cases the receiver can jointly track and visualize objects moving. Conversely, in case of contention (e.g., Con. in Fig. 11(d)) this figure sharply decreases to \( 29\% \).

V. Conclusion

Event-based cameras overcome the blindness of conventional frame-based cameras between two consecutive frames, preventing loss of information on moving objects and rather capturing it as a continuous stream. In this paper, we take the first step in characterizing the network traffic generated by event-based cameras. Specifically, we look into the details of the relation between scene complexity and number of generated events and in turn packets, the impact of packets and events losses on computer vision operations like object tracking and the implications of accessing the wireless medium under contention. This study leverages a set of publicly available datasets recorded under different conditions, e.g., from a drone or car, and with different scene complexity, e.g., shapes over a white background or a poster with heavy textured background. Our results unveil that complex scenes that incur a high event generation rate are more robust against packet loss due to transmission errors or wireless contention. Conversely, packet loss or delay are more harmful to tracking and visualization operations when the event generation rate is small.
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Fig. 11. Assessment of various metrics during the streaming of the shapes dataset with and without the presence of background traffic over the IMDEA WLAN network.


