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Abstract
Normal TCP/ 1P operation is for the routing systemto select a best
path that remains stable for some tinme, and for TCP to adjust to the

properties of this path to optimnize throughput. A nultipath TCP
woul d be able to either use capacity on nultiple paths, or
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dynanmically find the best perfornming path, and therefore reach higher
throughput. By adapting to the properties of several paths through
the usual congestion control algorithns, a multipath TCP shifts its
traffic to | ess congested paths, |eaving nore capacity avail able for
traffic that can’t nove to another path on nore congested paths. And
when a path fails, this can be detected and worked around by TCP nuch
nmore quickly than by waiting for the routing systemto repair the
failure.

This meno specifies a nultipath TCP that is inplenented on the

sendi ng host only, without requiring nodifications on the receiving
host .
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1. Introduction

In order to achi eve redundancy to protect against failures, network
operators generally install nore Iinks than the m ni num necessary to
achi eve reachability. So there are often multiple paths between any
two given hosts, even when paths not allowed by policy are renoved.
However, routing protocols usually select a single "best" path. When
multiple paths are used at the sane tine by the routing system those
tend to be parallel links between two routers or paths that are
otherwi se very sinmlar. As such, a lot of potentially usable network
capacity is left unused. A multipath transport protocol would be
able to use nore of that capacity by sending its data along nmultiple
paths at the sane tine, or by switching to a path with nore avail abl e
capacity.

As TCP [RFC0793] is used by the vast npjority of all networked
applications, and TCP is responsible for the vast majority of al
data transmitted over the internet, the |ogical choice would be to
make TCP capable of using nmultiple paths. SCTP al ready has the
ability to use multiple paths through the use of multiple addresses.
However, using SCTP in this way requires significant application
changes and depl oynent woul d be chal | engi ng because there is no

obvi ous way for an application to know whether a service is available
over SCTP rather than, or in addition to, TCP. |In addition, SCTP as
defined today [ RFC2960] does not accomopdate the concurrent use of
multiple paths. Additional paths are purely used for backup

pur poses.

This meno describes a one-ended nultipath TCP, which only changes the
behavi or of the TCP sender, achieving nultipath advantages when
communi cating with unnodi fied TCP receivers. This neans it is not
possible to performpath selection by using different destination
addresses. However, other nechanisns that are transparent to the
receiver are possible. A sinple one would be for the sender to send
some packets to one router, and other packets to another router. |If
these routers then make different routing decisions for the
destination address in the TCP packets, the packets flow over
different paths part of the way. Oher nechanisns to achieve the
same goal are also possible. However, with a single destination
address, paths can't be conpletely disjoint.

Using nultiple paths at the sanme tine brings up a nunber of
chal | enges and questi ons:

0 Naive scheduling (such as round robin) of transm ssions over the

di fferent paths reduces perfornance of each path to that of the
sl owest path.
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0 Using multiple paths causes reordering, which triggers the fast
retransmt algorithm causing unnecessary retransnissions and
reduced performance.

0 TCP requires in-order delivery of data to the application, so when
| osses occur on one path, buffer capacity may run out and data
can’t be transmitted on unaffected paths until the |ost data has
been retransmtted.

0 Using nultiple paths with an instance of regul ar congestion
control on each path for a single TCP session nakes that session
use network capacity nore aggressively than single path sessions,
whi ch can be considered "unfair" and increases packet |o0ss.

This meno seeks to address the first two issues by running separate
i nstances of TCP's congestion control algorithns for the subflows
that flow over different paths. Buffer issues are addressed by
retransmtting packets before buffer space runs out, even if nornal
retransmssion tiners haven't fired yet. The fairness issue is a
topi c of ongoing research; this specification sinply limts the
nunber of subflows to limt unfairness and increased |oss.

The one-ended nulti path TCP takes advantage of the fact that TCP

[ RFC0793] congestion control [RFC2581] and fl ow control are perforned
by the sender. Wth regard to flow control and congestion control
the role of the receiver is limted to sending back acknow edgnment s
and advertise how nmuch data it is prepared to receive. Hence, it is
possi ble for the sender to utilize different paths and nodify the
fast retransnit logic as long as the receiver recogni zes the packets
as belonging to the sane session. So a nultipath TCP sender can

di stribute packets over multiple paths as long as this doesn’'t
require inconpatible nodifications to the IP or TCP header contents
nmost notably the addresses. A single-ended nultipath TCP session
must still be between a single source address and a single
destination address, regardl ess of the path taken by packets.

The subset of the packets belonging to a TCP session flow ng over a
given path is designated a subfl ow

In order to benefit fromusing nmultiple paths, it’s necessary for the
mul ti path TCP sender to execute separate TCP congestion contro

i nstances for the packets belonging to different subflows. 1In the
case where all packets are subject to the same congesti on w ndow,
performance over a fast and a slow path will often be poorer than
over just the fast path, defeating the purpose of using nultiple
paths. For instance, in the case of a 10 Mips and a 100 Mops path
with otherwi se identical properties, a sinple round robin
distribution of the packets and the use of a single congestion w ndow
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will limt performance to that of the slowest path multiplied by the
nunber of paths, 20 Mips in this case.

2. Notational Conventions

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Congestion contro

A multipath TCP nai ntains instances of all congestion control related
vari abl es for each subflow This includes, but is not limted to,
the congestion wi ndow, the ssthresh, the retransm ssion tineout

(RTO, the user timeout and RTT neasurenments. However, because TCP
requires in-order delivery of data, there nmust be a single send
buffer and a single receive buffer, thus flow control nust happen
sessi on-wi de.

Per - subf |l ow congestion control is perfornmed by recording the path
used to transmt each packet. Acknow edgnents are then attributed to
t he subfl ow the acknow edged packets were sent over and the
congestion wi ndow and ot her congestion control variables for the

rel evant subfl ow are updated accordi ngly.

3. 1. RTT nmeasurenents

Because a nultipath TCP sender knows which packet it sent over which
path, it can performper-path round trip tine neasurenments. This
only works if return packets are consistently sent over the same path
(or a set of paths with the sane |latency). |If the receiver is not
mul ti path-aware, this condition will generally hold: acknow edgnents
will flow fromthe receiver to the sender over a single path unless
there is a topology change in the routing systemor packets that
belong to a single session are distributed over different paths by
routers, which is rare. To nultipath-capable routers on the return
path (if any), the non-nultipath-aware host appears to select the
default path for all of its packets.

However, if, like the sender, the receiver is multipath-aware, then
the return path that the receiver chooses to send ACKs over will

i nfluence the RTTs seen by the original sender. The situation where
the sender is unaware of fact that the receiver selects different
return paths with different latencies is suboptiml, even conpared to
consistently neasuring the RTT over the slowest path, as this |eads
to higher variability in the RTT neasurenents and therefore a higher
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RTO

Havi ng the receiver send ACKs over the same path mitigates the
probl em sonewhat ; but presumably, if the receiver is also nmultipath
capabl e and has data to send, it will want to send this data over
nmore than one path. So RTT neasurenents nay inadvertently end up
measuring different return paths in that case. A better solution is
for the sender to include an indication in packets that allows the
receiver to determ ne through which path the sender sent the packet.
This information, along with the path initially chosen for the

out goi ng packet that is acknow edged, allows TCP to attribute each
RTT neasurenent to a specific path.

Because congestion control happens per path, there nust also be a
separate retransm ssion tinmeout (RTO value for each path.

3.2. Fast retransmt

Different paths will alnost certainly have different RTTs, and even
if the average RTT is the sane, normal burstiness and differences in
packet sizes will make packets routinely arrive through the different
paths in a different order than the order in which they were
transmitted. Wthout nodifications to the algorithm this would
trigger the fast retransmit algorithmunnecessarily. To avoid this,
fast retransmit is executed whenever, for packets belonging to the
same subflow, after an unACKed packet or sequence of packets, nore
than two segments of new data is ACKed with SACK. This neans fast
retransmt happens per subflow, and reordering between subflows no

| onger triggers fast retransnit.

3.3. Slowretransmt

In multipath TCP, a per-path RTOis enployed to recover from
congestion events that fast retransmt can’'t handle. Because the

m ssing packets create holes in the data stream subsequent packets
recei ved over other paths nmust be buffered in the receive buffer

Unl ess the receive buffer is extrenely large, this means the entire
session stalls when the receive buffer fills up. This situation
persists until the RTO expires for the congested or broken path so
the m ssing packets can be retransmtted. Should the path in
question be conpletely broken, this will then | ead to an al nost

i medi ate new stall, and the stall/RTO cycles will then continue
until the user timeout / R2 timer [RFC1122] for the subflow expires.

This is solved by taking unacknow edged packets transm tted over
subflows that are stalled because they have exhausted their
congestion wi ndow and are now waiting for the RTOto expire, and
schedul i ng retransni ssions of those packets over other paths before
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the RTO of the stalled subflow expires. This should be done such
that the m ssing packet arrives before it becomes necessary to stop
sendi ng data al t oget her because the receiver advertises a zero
receive buffer. Such retransm ssions therefore happen as the receive
buffer space advertised by the receiver reaches RTT * MsS for the
path that will be used for the retransm ssion; presumably the path
with the lowest RTT. |In essence, this creates a second | evel of fast
retransmt that acts across subflows in addition to the nornal fast
retransmt that happens per subflow. This nmechanismis nanmed "sl ow
retransmt".

In the case of single path TCP, scheduling retransni ssions before the
RTO expires could be problematic because this would be nore

aggressi ve than standard (New) Reno congestion control. But in the
case of multipath TCP, the retransm ssion can happen over one of the
other paths, which is still progressing.

By scheduling a retransm ssion faster than an RTO, there is an
increased risk that a packet that was still working its way through
the network is retransnmitted unnecessarily. However, the alternative
is allowi ng the progress of the session to stall (on all paths),
reduci ng throughput significantly.

3.4. SACK

When packets (belonging to different subflows) arrive out of order,
the the receiver can’'t acknow edge the receipt of the out of order
packets using TCP's normal cunul ati ve acknow edgnent. However, the
[ RFC2018] (al so see [ RFC1072]) Sel ective Acknow edgnent ( SACK)
mechanismis widely inplemented. SACK nakes it possible for a
receiver to indicate that three or four additional ranges of data
were received in addition to what is acknow edged using a nor nal
curmul ati ve ACK. When packets are sent over multiple paths and arrive
out of order, the information in the SACK returned by the receiver
can tell the sender how each subflow is progressing, so per-subflow
congestion control can progress snoothly and unnecessary

retransm ssions are | argely avoi ded.

One-ended multipath TCP requires the use of SACK to be able to

det erm ne which subflows are progressing even if other subflows are
stalled, and thus the normal TCP ACK isn’'t progressing. |f the
renote host doesn’t indicate the SACK capability during the three-way
handshake, a nultipath TCP inplementation SHOULD linmit itself to
using only a single subflow and thus disabling nmultipath processing
for the session in question.
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3.5. Fairness and TCP friendliness

One of the goals of nmultipath TCP is increased perfornmance over
regular TCP. However, it would be harnful to realize this benefit by
taking nore than a "fair" share of the avail able bandwi dth. One
choi ce would be to make each subfl ow execute normal NewReno
congestion control on each subflow, so that each individual subflow
competes with other TCPs on the sanme footing as a regular TCP
session. If all subflows use non-overl appi ng physical paths, other
TCPs are no worse off than in the situation where the nultipath TCP
were a regular TCP sharing their path, so this could be considered
fair even though the nultipath TCP increases its bandwidth in direct
relationship to the nunber of subflows used. Note that in this case
al t hough nultipath TCP sends at the same rate as regular TCP on a

gi ven path, resource pooling [w schi kO8pooling] benefits are stil
realized because a given transm ssion conpletes faster so it uses up
resources for a shorter anmount of tine.

But if several |ogical paths share a physical path, nultipath TCP
takes a |l arger share of the bandwi dth on that path. This would only
be acceptable as fair for a very small nunber of subflows. The other
end of the spectrumwould be for nmultipath TCP to conformto exactly
the sane congesti on wi ndow i ncrease and decrease envel ope that a
regul ar TCP exhibits, being no nore aggressive than a regular single
path TCP session. At this point in tinme we will assunme that fairness
is a tunable factor of the regular NewReno Al MD envel ope. A sinple
way to limt the amount of additional aggressiveness exhibited by
multipath TCP is a limt on the nunber of subflows. Until nore

anal ysi s has been perforned and/or there is nore experience with
mul ti path TCP, a nultipath TCP inplementation SHOULD linmit itself to
using no nore than 3 subflows concurrently.

4., Path selection

Note that in order to gain multipath benefits, the nmultipath TCP

| ayer rmust be able to deternmine the |ogical path foll owed by each
packet so it can neasure path properties and perform per-path
congestion control. In order to limt the nunber of packets flow ng
over each path to the anount allowed by the per path congestion

wi ndow, the nultipath TCP | ayer nust be able to specify over which
path a given packet is transmtted.

The situation where routers distribute packets over different paths
based on their own criteria nakes it inpossible for hosts to send

|l ess traffic over congested paths and nore traffic over uncongested
paths and is therefore inconpatible with nultipath TCP. Wen routers
distribute traffic belonging to the sane flow (or, in the case of
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mul ti path TCP: subflow) over different paths this will also cause
reordering and the associ ated performance inpact on TCP

4.1. The multipath IP |ayer

The one-ended nultipath TCP is logically layered on a multipath IP

| ayer, which is able to to deliver packets to the sanme destination
address through one or nore | ogical paths, where the set of n |ogica
pat hs share between one and m physical paths. |In sone cases, the
multipath 1P layer will be able to deternmine that a | ogical path
isn't working, or maps to the sane physical path as a previous

| ogi cal path. For exanple, if the nultipath TCP indicates that a
packet should be sent over the third path, and the nultipath IPis
set up to use different next hop addresses for path selection, but
only two next hop addresses are available, the multipath IP layer can
provi de feedback to the nultipath TCP layer. |In other cases, packets
simply won't be delivered, or will be delivered through the sane
physi cal path used by other logical paths. This may for instance
happen when nultipath TCP selects path 1 and rmultipath IP puts a path
selector with value "1" in the packet, but there are no nultipath
capabl e routers between the source and destination, so all packets,
regardl ess of the presence and/or value of a path selector, are
routed over the sanme physical path.

It is up to the nmultipath TCP | ayer to handl e each of these
situations.

For the purposes of this nmultipath TCP specification, the sinplest
possible interface to the nultipath IP layer is assuned. Wen TCP
segnents traveling down the stack fromthe TCP layer to the I P |ayer
aren’t acconpani ed by a path selector value, or the path selector
value is zero, the IP layer delivers packets in the same way as for

unnodi fi ed TCP and other existing transport protocols, i.e., over the
default path. Segnents may al so be acconpani ed by a path sel ector
val ue hi gher than zero, which indicates the desired path. |f the

desired logical path is available, or nay be available, the multipath
I P layer attenpts to deliver the packet using that |ogical path. |If
the desired logical path is known to be unavail able, the multipath IP
| ayer drops the segnent.

It is assuned that paths as seen by the nmultipath IP | ayer are napped
to logical paths with increasing nunbers roughly ordered in order of
decreasi ng assuned performance or availability. I.e., if path x
doesn’t work or has | ow perfornmance, that doesn’'t necessarily nean
that path x+1 doesn’t work or has | ow performance, but if if paths x,
x+1 and x+2 don’'t work or have | ow performance, then it’'s highly
likely that paths x+3 and beyond al so don’t work or have even | owner
performance. Routers may have good next hop or even intra-donain
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I'ink weight information and |ink congestion information, but they
generally don’t have information about the end-to-end path
properties, so the ordering of paths fromhigh to | ow availability/
performance nust be considered little nore than a hint.

The multipath IP layer may be inplemented through a variety of
mechani sms, including but not limted to:

o0 Using different outgoing interfaces on the host
o Directing packets towards different next hop routers

0 Integration with shinmb [I-D.ietf-shinmb-proto] so that packets can
use different address pairs

o Manipulation of fields used in ECMP [ RFC2992] (i.e., a different
flow | abel)

o Type of service routing (such as [ RFC4915])

o Different |ower |ayer encapsul ation, such as MPLS

0 Tunneling through overlays

0 Source routing

0 An explicit path selector field in packets, acted upon by routers

At this time, no choice is nade between these different nechanisns.
The path indication option

Note that several of the fields discussed bel ow are defined with

future devel opnents in mnd, they are not necessarily immediately

usef ul .

In order to allow for accurate RTT neasurenents and to informthe IP

| ayer of the selected path, a TCP option indicating the desired path

is included in all segnments that don’t use the default path. The
format of this option is as follows:

B e T i T e S S e T e S S e S e i s
| KI ND=TBA | LENGTH = 3 IO} MP|R SP

B T o S in s T S S S T S S

The length is 3.

Dis the "discard eligibility" flag (1 bit). It is simlar, but not
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identical, to the frame relay discard eligibility bit or the ATM cel
|l oss priority bit. Set to zero, no special behavior is requested.
Set to one, this indicates that |oss of the packet will be

i nconsequential. This allows routers to drop packets with D=1 nore
readily than other packets under congested conditions, and also to
compl etely block packets with D=1 on links that are considered | ong-
term congested or expensive, even if there is no nomentary
congesti on.

Setting the Dbit to 1 for sone subflows (presunmably, ones with a
performance | ower than the best perform ng subflow) allows nultipath
TCP to give way to regular TCP and other single path traffic on
congested or expensive paths. As long as the nmultipath TCP sets Dto
0 on the subflow with the best performance, multipath TCP shoul d
still performbetter than regular TCP, but the reduction in bandw dth
use on the other paths hel ps achi eve resource pooling benefits.

MP is ais a path selector that may be interpreted by multiple
routers along the way (3 bits). A value of 0 is the default path
that is also taken by packets that don't contain a mnultipath option
Multipath TCP aware routers should take this value into account when
perform ng ECMP [ RFC2992]. Packets with any value for MP MJUST be
forwarded, even if the nunber of available paths is snaller than the
value in M

R (1 bit) is reserved for future use. MJST be set to zero on
transm ssion and i gnored on reception

SP is a path selector that is interpreted only once by the |ocal TCP
stack or a router close to the sender (3 bits). A value of 0 is the
default path that is also taken by packets that don't contain a

mul tipath option. |If the value in SP points to a path that isn't
avai |l abl e, the packet SHOULD be silently dropped. This behavior, as
opposed to selecting an alternate path out of the avail abl e ones,
hel ps avoid the use of duplicate paths. As such, a router nmay only
interpret SP rather than MP when it is known that the router is the
only one acting on SP. Al other routers may only act on M

It is not expected that routers will make routing decisions directly
based on the path indication option, as this option occurs deep

i nside the packet and not in a fixed place. However, a nultipath IP
| ayer or a middlebox may wite a path selection value into a field in
packets that is easily accessible to routers. But conceptually, the
routers act upon the values in SP and MP

The initial packets for each TCP session MJST use D, MP and SP val ues

of zero. If Db MP and SP are all zero, then the path selector option
isn't included in the packet. This nakes sure that single path
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operation remains possible even if packets with the path sel ector
option are filtered in the network or rejected by the receiver. The
packets that are part of the TCP three-way handshake SHOULD be sent
over the default path, in which case they don’t contain the path

sel ector option; hence the ability to do nmultipath TCP isn't
indicated to the correspondent at the beginning of the session as is
usual for nost other TCP extensions.

4.3. Tinmestanp integration option

As an optim zation, hosts MAY borrow the four bits used by the path
sel ector option fromthe tinestanp option, and thus save one byte of
option space, which neans the path sel ector option can replace the
paddi ng necessary when the timestanp option is used and not increase
header overhead. 1In that case, the conbined path selector and

ti mestanp options MJST appear as foll ows:

B E e r e s i s i o T T s S S S S 2
| KI ND=TBA | LENGTH = 2 | Kl ND=8 | LENGTH = 10

B i s T T S T et S S T S I T s sl s ol ST S S S
|D M| TS Val ue (TSval) |
B T i S S i S T h T i S S S S e
| TS Echo Reply (TSecr) |
B E e r e s i s i o T T s S S S S 2

D and MP are the same as in the three-byte formof the path sel ector
option. R and SP do not occur in this formof the path sel ector
option and are assuned to be zero.

TSval is the locally generated tinmestanp. Because the tinestanp is
reduced to 28 bits, the nmininmumclock frequency is increased fromthe
59 nanoseconds mandated by [ RFC1323] to 1 microsecond so the
timestanp waps in no | ess than 255 seconds.

TSecr is the tinestanp echoed back to the other side (32 bits).
Al'l hosts conforming to this specification MJST be able to recognize
the integrated path selector and tinmestanp options, but they are not
required to generate them

4.4, Path for retransni ssions
A multipath TCP inpl enentati on MIUST be capabl e of scheduling
retransm ssions over a path different fromthe path used to transmt

the packet originally. This includes packets subject to fast
retransmt.
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4.5. ECN

Explicit Congestion Notification works by routers setting a
congestion indication in the | P header of packets rather than
droppi ng those packets when they experience congestion. The receiver
echos this information back to the sender which then perforns
congestion control in exactly the same way as if a packet was |ost.
The ECN specification ([RFC3168]) is such that the receiver sets the
ECN- Echo (ECE) flag in the TCP header for all subsequent packets that
it sends back until the sender sets the Congestion W ndow Reduced
(CWR) flag. As the ECE flag is set in nultiple ACKs, there is no
obvious way to correlate the ECN indication in an ACK with a specific
packet that experienced congestion, and subsequently, the path that

i s congested.

At this time, a nultipath TCP conforming to this specification SHOULD
NOT use ECN. ECN MAY be negotiated, but when nore than a single path
is used at a given tinme, packets SHOULD be sent with the ECN field
set to Not-ECN (00), and incom ng non-zero ECE flags SHOULD NOT be
acted upon with regard to congestion control

4.6. Path MIU di scovery

Pat h MIU di scovery [RFC1191] is perfornmed for TCP by having TCP
reduce its packet sizes whenever "packet too big but DF set" |CW
messages are received. As the nane suggests, the path MU is
dependent on the path used, so multipath TCP nmust naintain MU
informati on for each path, and adjust this information for each path
i ndividually based on the too big nessages that it receives.

The tine between probing with a |arger than previously discovered MIU
must either be random zed or explicitly coordinated to avoid probing

| arger MIUs for multiple subflows at the sane tinme, as probing |arger
MUs is likely to lead to a | ost packet, and having | osses on
multiple paths at the sane tinme would be suboptimal. For instance,
rat her than probe every t, in the case of 2 paths, after t*0.5 the
first path is probed, after t the second and after t*1.5 the first is
probed agai n.

Both the I Pv4 and | Pv6 versions of |ICVP return enough of the origina
packet in a "packet too big" nessage to be able to recover the
sequence nunmber fromthe original packet, which nakes it possible to
correlate the too big nessage with the packet that caused it, and
thus the path used to transmt the packet.
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5. Flow control and buffer sizes

In order to accommodate the increased nunber of packets in flight,
the send buffer nust be increased in direct relationship with the
nunber of paths being used. Alternatively, the nunber of paths used
concurrently should be limted to send buffer / avgRTT.

Al t hough under normal operation, the receive buffer doesn't fill up,
there are two reasons the receive buffer nust be the sane size as the
send buffer: it nust be able to accommpdate a round trip tinme plus
two segnents worth of data during fast retransnit, and the advertised
receive window limts the anount of data the sender will transmt
before waiting for acknow edgnents. So in practice, the receive
buffer limts the maxi num size of the send buffer, and therefore, the
nunber of paths that can be supported concurrently.

There is no sinple rule of thunb to deternine the nunber of paths
that shoul d be used, as the nmaxi num nunber of paths that the receive
wi ndow can accomodat e depends both on the maxi mumrecei ve wi ndow
advertised by the receiver and by the RTTs on the paths.

6. Handling of RSTs

If an RST is received after enabling a new path, this could be a
reaction to the presence of an unknown option. So the optinal
situation would be for an RST to reset just the path used to send the
packet that generated the RST, not the entire session. Only when the
| ast path or the default path (on which packets don’t include special
options) receives an RST, the entire session should be reset.

7. M ddl ebox consi der ati ons

NATs are designed to be transparent to TCP. Because one-ended
mul ti path TCP conforms to normal TCP senmantics on the wire, multipath
TCP should in principle also be conpatible with NAT. However, if
different paths are served by different NATs that apply different
transl ations, the receiver won't be able to deternmine that the

di fferent subflows through the different paths belong to the sane TCP
session. So for NAT to work, the translation nust either happen in a
location that all paths flow through, or the different NATs on the
different paths nmust act as a single, distributed NAT and apply the
same translation to the different subfl ows.

M ddl eboxes that only see traffic flowing over a subset of the paths

used will see large nunbers of gaps in the sequence nunber space.
They may al so not observe only a partial three-way handshake, or not
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observe any ACKs. As such, like with NATs, m ddl eboxes that enforce
conformance to known TCP behavi or, nust be placed such that they
observe all subflows. For m ddl eboxes that just check whet her
packets fall inside the TCP window, it nmay be sufficient for
mul ti path TCP senders to nmake sure that all paths see at |east one
packet per w ndow. M ddl eboxes that enforce sequence nunber
integrity will alnost certainly also block TCP packets for which they
didn't observe the three way handshake. A possible way to
acconmodat e t hat behavior would be to send copies of all session
establi shnent and tear down packets over all paths that the sender
may use. However, this strategy is still likely to fail unless the
recei ver does the sanme so the mi ddl eboxes may observe the signaling
packets flowing in both directions.

It’s al so possible that m ddl eboxes (or perhaps hosts thensel ves)
reject packets with the path indicator TCP option. Since packets
flowi ng over the default path don't carry the path indicato option

t hese packets shoul d al ways be all owed through, so single path
operation is always possible. Wen a nultipath TCP sender starts to
send packets over alternative paths, those packets won't make it to
the recei ver because they contain the path indicator option. The
result is that a new subflow, which would use a congestion w ndow of
two maxi mum segnent sizes, would send two packets and then
experiences a retransmission timeout. Slow retransnit makes sure the
packets are transnitted before the session stalls, so the inpact of
the | ost packets is negligible.

8. Security considerations

None at this tine.

9. | ANA consi derations
I ANA is requested to provide a TCP option kind nunmber for the path
i ndi cation option
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Appendi x A, Docunent and di scussion information
The | atest version of this docunment will always be avail abl e at
http://ww. nuada. comdrafts/. Please direct questions and comrents
to the multipathtcp@etf.org mailinglist or directly to the author.
Appendi x B. An inplenentation strategy
In order to perform per-path congestion control, all of the ACK-based
events that trigger congestion control responses as well as all the
vari abl es used by the congestion control al gorightns nust be
recreated in the nultipath situation. These are the triggers and
variables for the four mechanisms in RFC 2581
1. the path MIU (page 4)
2. the arrival of an ACK that acknow edges new data (page 4)

3. the arrival of a non-duplicate ACK (page 4) or the sum of new
data acknow edged (page 5)

4. triggering of the retransm ssion tinmer (page 5)

5. the flightsize or nunber of bytes sent but not acknow edged (page
5)

6. the retransm ssion of a segnent (page 5)

7. the arrival of a third or subsequent duplicate ACK (page 6, page
7)
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8. whether a retransm ssion tinmeout period has el apsed since the
| ast reception of an ACK (page 7)

1, 4, 6 and 8 are nmi ntai ned sessi on-w de.

We recreate these events and vari abl es based on SACK i nformation in
t he one-sequence nunber nultipath TCP case as foll ows.

We keep track of every packet sent. (Alternatively: nulti-packet
contiguous blocks of data transnitted over the sane path.) Wen an
ACK cones in, we first renove the stored i nformati on about packets/
data bl ocks that are cumul atively ACKed, noting how much data was
ACKed for each path that the packets were sent over. Then we do the
same for all the SACK bl ocks in the ACK. Because we renove the

i nformati on about (S)ACKed data and you can renove sonething just
once, we don't have to keep track of previous SACKs |ike the current
BSD i npl enent ati on does.

The only slightly tricky part is enulating duplicate ACKs. This nay
not even be really necessary, as the SACKs give us better information
to base fast retransmt on, but that’s sonething for another day.

What happens in the pseudo code is that when traversing the list of
sent packets (this happens in order of segnum), we note the path that
packets that aren’t SACKed are sent over. \Wen we’'re done processing
SACK data and it turns out that for a path there are one or nore
packets that we skipped over when processing SACK data and there was
al so data SACKed after a skipped packet, there was a | ost (or
reordered) packet on this path. Wen the anount of "duplicate ACKed"
data grows beyond two segnent sizes, we' ve reached the equival ent of
three duplicate ACKs so we trigger fast retransmt (7).

We update the congestion wi ndow (2 and 3) when there was data
(S)ACKed for a path. ACKs that don’t acknow edge any data for a path
aren’t relevant because we don’t need themto trigger fast retransmt
and we assune that they're sent to (S)ACK data for other paths
anyway. (O they could be w ndow updates.)

We maintain the flightsize (5) by sinply addi ng data bytes as packets
are transmtted and subtracting when they' re (S)ACKed. Because we
have explicit SACKs, we don't need to guess based on duplicate ACKs.
The flightsize is also adjusted when we performfast retransnmt or a
regul ar retransm ssion over a path other than which was used for the
original packet. |In addition, we explicitly mark some packets to
trigger once-per-RTT actions when they’ re ACKed.

Pseudo code for the above:
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// initializing data structures is left as an exercise for the
/'l reader

/1 transmtting packets
/1 assune we’'ve selected a path to transnit over

pat h.flightsize = path.flightsize + packet. datasize
packet.path = path
packet . st at us. acked = fal se
/] set up state to renenber to do per RTT stuff when packet is
/'l ACKed
if path.do_per _rtt _next packet == true

pat h. per _rtt_seqgnum = packet.segnum first

packet.per_rtt = true

pat h. do_per _rtt_next_packet = fal se
el se

packet.status.per_rtt = fal se
/1 don’t set ECN on outgoing packets for now, can add | ogic
/1 for deciding which packets to ECN enable |ater
packet.ecn.sent = 0
/1 add to linked list of sent packets (to handle retrans-
/1l mssions, linked list nust maintain seqnumorder, not FIFO
/1 or LIFO
I I push( packet)

/'l receiving (S)ACKs

/1 normal floww de flow control actions based on cumACK
/1 al so happen (el sewhere)

/'l handl e ECN, nust detect transitions rather than
/1 depend on actual val ue

i f packet.ecnecho == true
i f ecn.previous == true
ecn.current = fal se
el se

ecn.current = true
ecn. previous = true

el se
ecn. previous = fal se

/[l initialize sone stuff before we handl e the ACK
for each path
pat h. do_per _rtt
pat h. ackedbyt es
pat h. unacked. sure 0
pat h. unacked. maybe = 0
pat h. ecn.received = fal se

al se

f
0
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/1 remove cumul atively ACKed packets
[ Twal k_init
packet = |l wal k_next
whi | e packet.segnum first < ack.cunulative
/1 ECN, we only act if we enabled ECN when we sent the packet
if ecn.current & packet.ecn.sent <> 0
pat h. ecn.received = true
[l if part of a packet is ACKed, we need sone trickery
i f packet.seqnum | ast_plus_one > ack.cumnul ative
pat h. ackedbyt es += ack. cunul ati ve - packet.segnum first
packet.seqnum first = ack.cunul ative

el se
pat h. ackedbyt es = path. ackedbytes + packet. dat asi ze
i f packet.per_rtt & packet.segnumfirst == path.per_rtt_segnum

pat h.do_per _rtt = true
Il renove( packet)
packet = |l wal k_next

/1 now we handl e the SACKs (assune exactly one SACKbl ock for
[l sinmplicity) we continue walking the linked list, no need to
/] restart
whi | e packet.segnumfirst < ack.sack.last_plus_one
i f packet.seqnum | ast _plus_one < ack.sack.first
/'l these packets overlap with the SACK bl ock
[l for sinplicity, assume packets are always conpletely
/1l SACKed in reality we need to split a packet if only the
/[l mddle is SACKed ECN, we only act if we enabl ed ECN when
/1 we sent the packet
if ecn.current & packet.ecn.sent <> 0
pat h. ecn.received = true
pat h. ackedbyt es = path. ackedbytes + packet. dat asi ze
i f packet.per_rtt & packet.segnumfirst == path.per_rtt_segnum
pat h.do_per _rtt = true
/1 add potentially unacked bytes to for sure unacked bytes
/'l because we now know we had a SACK hole if any
/1 unacked naybe bytes
pat h. unacked. sure = pat h. unacked. sure + path. unacked. maybe
pat h. unacked. maybe = 0
/'l remove packet fromthe |ist
Il renove( packet)
el se
/1l note how many bytes we ski pped unSACKed
/1 if later data is SACKed, that’'s our version of a dup ACK
pat h. unacked. maybe = pat h. unacked. maybe + packet. dat asi ze
packet = |l wal k_next

/1l done processing, nowtally up the the results
foreach path
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/1 update flightsize (item5 in CC events/variables list)
pat h. flightsize = path.flightsize - path. ackedbytes
/1 if any data was ACKed
i f path.ackedbytes <> 0
/'l some stuff was ACKed for this path
i f path.unacked.sure > 2 * path. nss
/1 more than 2 * MSS worth of data in SACK hole = fast
/'l retransmit execute fast retransmt (item7 in CC
/'l events/variables list) need to handle flightsize in
/1l some way here ignore ECN because we al ready have a | oss
/1 send back ECN wi ndow update indication, though

/'l SACKs were cumul ative for this path
/'l execute cwnd update (itens 2 and 3 in CC events/
/1 variables list)
/1 ECN nust be taken into account here
/1 and send back ECN wi ndow updat e indication
if path.do_per _rtt
/'l execute per RTT actions
/1 indicate that this should be set for next packet sent
pat h. do_per _rtt_next_packet == true

Not e that the pseudo-code doesn’t cover all the nmechani sns expl ai ned
earlier. Al so, ECNis handl ed here because it's not too difficult to
do. The hard part is deciding which packets to enabl e ECN for
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