ABSTRACT
Efficient representations of multi-field packet classifiers with fields represented by ranges is a core mechanism to express services on data plane. To implement classifiers in ternary-addressable memory (TCAM), each range should be encoded into multiple ternary bit strings whose number is at most linear to the width (in bits) of a represented field independently from range encoding method. In this paper we introduce a notion of a subrange allowing to represent a field range on any chosen subset of bit indices that significantly improve efficiency of classifier representations. Our analytic results are confirmed with a comprehensive evaluation study showing applicability of our approach to implement desired levels of expressiveness and scalability in packet classifiers.

1 INTRODUCTION AND MOTIVATION
Packet classification is a core building block implementing packet processing programs on data plane. With the adoption of OpenFlow [14] and P4 [15], packet classification has become even more prominent. Each packet classifier is an ordered set of rules, where a rule consists of the filter (matching packet headers) and the associated action to be applied on matched packets. A filter is a concatenation of field representations participating during classification; in the simplest form each field in a filter is represented by exact values. In this case packet classifiers can be implemented with a constant lookup time but the number of rules can be infeasible to fit in memory. In the other extreme case, to address the scalability constraint, fields can be represented by ranges of values. In this case the number of rules is significantly reduced but the lookup complexity increases. As a result, some intermediate forms of field representations were introduced as prefixes or more general ternary bit strings, where every bit has three values: zero, one, or don’t care. For ternary bit strings, a specialized ternary content addressable (TCAM) memory was introduced that is actually a coprocessor running multiple searches in parallel [12].

Related work. There are two major directions dealing with range-base packet classifiers. The first one is independent from structural properties of classifiers encoding every field range by multiple prefixes or ternary bit strings whose number is at most linear to the field size (in bits) [3, 4, 11, 16, 17]. Hence, each rule whose fields are represented by ranges is actually a classifier with exponential number of rules based on ternary bit strings. Recently, [1] proposes efficient encoding for the special case of short ranges. Other range encoding methods exploiting structural properties can achieve more compact representations [2, 5] but usually they perform well only when the number of encoded ranges is relatively small. Note that both these lines of research consider transformations to equivalent classifiers.

Recently, [6, 9, 10, 13] proposed representations of packet classifiers exploiting their structural properties like rule disjointness; observe that these representations become equivalent to originally given classifiers only when the lookup table based on a subset of fields is complemented by the false-positive check on a single matched rule. This allows to balance which fields are required to implement desired structural properties in the lookup table and which are going to the false-positive check where range encoding is unnecessary. It allows to reduce the size of classifier representations. To store classifier in TCAM, a participating subset of ranges in the lookup table should be encoded by one of the previously mentioned methods [3, 4, 11, 16, 17].

Our contributions. In this paper we are going beyond [10] and propose range reduction (RR) methods allowing to implement structural properties of classifiers with per-bit resolution (and not with per-field as in [10]), when fields are represented by ranges. We introduce an interesting notion of a subrange on a predefined set of range bit-indices allowing to construct equivalent representations of packet classifiers with per-bit resolution avoiding intermediate range expansions. To illustrate this, consider a classifier \( \mathcal{K} \) in Fig. 1a based on three range fields. For an incoming header \( H \), the \( R_3 \) rule is matched. All three rules are disjoint (do not match the same header) on three fields. Note that two fields are sufficient to keep rule disjointness as it is done in [10]. Still these two ranges in every rule are to be encoded by one of the range encoding methods (e.g., prefix expansion [17] or SRGE.
based on Gray encoding [3]). Intuitively, representations narrowing down the covered field ranges can significantly improve memory requirements. This is a reason why the notion of subranges introduced in this paper allow to implement rule disjointness only on 3 bit indices (see Fig. 1c). Fig. 1d demonstrates advantages of per-bit resolution leading to significant reduction in TCAM memory requirements both in total bits and ternary entries (e.g., RR allows to reduce the number of ternary entries maintained in TCAM from 60 to 4 for SRGE range encoding).

Based on properties of subranges, we introduce heuristics to find efficient classifier representations in TCAMs. We demonstrate the viability of our approach through comprehensive evaluation where in the extreme case all six fields are based on ranges. Such classifiers cannot be implemented in TCAM with the conventional methods dealing with equivalent classifiers. The evaluation results together with analytic observations confirm that subranges could be an interesting direction to implement a fundamental tradeoff between expressiveness and scalability.

2 MODEL DESCRIPTION

A packet header \( H = (H_1, \ldots, H_k) \) is a concatenation of \( k \) header fields, where each header field \( H_i \) is a binary string on \( w_i \) bits; headers are matched by classifiers. A classifier \( \mathcal{K} = (R_1, \ldots, R_N) \) is an ordered (by \(<\)) set of rules, where each rule \( R_i = (F_i, A_i) \) consists of a filter \( F_i \) and the associated action \( A_i \). A filter \( F = (F_1, \ldots, F_k) \) is a sequence of \( k \) field representations, where each field representation \( F_i \) is on \( w_i \) bits corresponding to the header field \( H_i \). In this paper we consider two types of field representations: (1) a range of values; and (2) a ternary bit string, where each bit can have one of the three values 0, 1, or ∗ (“don’t care”). We say that a range \( I \) is matching a value \( x \) if \( x \in I \). We say that a ternary bit string \( T \) matching a binary string \( H \) of the same length \( l \) if for each bit index \( 1 \leq i \leq l \) either \( H[i] = T[i] \) or \( T[i] = ∗ \). In the case of ternary field representations, a filter is a ternary bit string produced by concatenation of the ternary bit strings of the corresponding field representations. A filter \( F \) matches a header \( H \) if every \( F_i \) of \( F \) matches the corresponding header field \( H_i \). We say that two filters \( F_1 \) and \( F_2 \) are disjoint if no single header matches both of them. Otherwise, \( F_1 \) and \( F_2 \) intersect. Two rules intersect (are disjoint) if their filters intersect (are disjoint). The main purpose of the classification process is to find the action corresponding to the highest priority rule matching a given header that we call a classifying rule. If there is no rule matching \( H \) in \( \mathcal{K} \), the classification result is a default action that differs from all actions in \( \mathcal{K} \). Two classifiers (or their representations) are equivalent if the classification result coincides in both classifiers (representations) for all headers.

**Example 2.1.** A sample 2-field (\( k = 2 \)) range-based classifier \( \mathcal{K} \) with 3-bit fields (\( w_1 = w_2 = 3 \)).

\[
<table>
<thead>
<tr>
<th>\mathcal{K}</th>
<th>I_1</th>
<th>I_2</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>R_1</td>
<td>[6,6]</td>
<td>[2,3]</td>
<td>A_1</td>
</tr>
<tr>
<td>R_2</td>
<td>[6,3]</td>
<td>[1,3]</td>
<td>A_2</td>
</tr>
</tbody>
</table>
\]

A header \( H = (010, 001) \) is classified by \( R_2 \) since it is matched only by \( R_2 \); a header \( H' = (010, 011) \) is matched by both \( R_1 \) and \( R_2 \) but \( H' \) is classified by \( R_1 \).

3 RANGE ON A SUBSET OF BITS

Recall that each range is encoded into multiple ternary entries whose number is at most linear to the field width (in bits) independently from range encoding methods [16]. Intuitively, taking values on a subset of bit indices of a given range leads to consideration of a smaller set of values and potentially more efficient representations in ternary entries than the originally given range. But this is not enough, for correctness, we need that a matched value in the original range continues to be matched the corresponding entity on the representing subset of bit indices. In this section we introduce such entities implementing both efficiency and correctness that we call subranges and study their properties.
Consider a non-empty subset of bit-indices \( B \subseteq \{1, 2, \ldots, w\} \) of a \( w \)-bit range \( I \). For a value \( x \), denote by \( x^B \) a value obtained from \( x \) by taking the values of bits at the positions in \( B \). Also we denote by \( I^B \) a set of values on \( B \) bit indices obtained from the values in a range \( I \).

**Example 3.1.** Consider a 5-bit range \( I = [23, 25] \). The following table consists of values \( x \in I \) and \( x^B \) for a subset of bit-indices \( B = \{1, 3, 5\} \); \( I^B = \{4, 5, 7\} \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( x^B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>7 (111)</td>
</tr>
<tr>
<td>24</td>
<td>4 (100)</td>
</tr>
<tr>
<td>25</td>
<td>5 (101)</td>
</tr>
</tbody>
</table>

In the following we explore structural properties of \( I^B \) in details. First, note that \( I^B \) is not necessarily a range, in Example 3.1, \( I^B = \{4, 5, 7\} \). Second, for a range containing a single value \( I = [l, r] \), the corresponding \( I^B = [l^B, r^B] \) contains also a single value. Next we explore \( I^B \) properties on ranges containing at least two values.

For a range \( I = [l, r] \), let \( \text{sim}(l) \) be a first bit index whose value differs in the binary representations of \( l^B \) and \( r^B \); in Example 3.1 \( \text{sim}(l) = 2 \). We say that a \( w \)-bit range \( I = [l, r] \) is a left border range if \( l \) \( \text{mod} \ 2^{w-\text{sim}(l)} = 0 \); and \( I \) is a right border range if \( (r + 1) \text{mod} \ 2^{w-\text{sim}(l)} = 0 \). For instance, \( I = [24(11000), 28(11100)] \) is a left border range; and \( I = [19(10011), 23(10111)] \) is a right border range.

**Observation 3.2.** A range \( I = [l, r] \) can be represented as a union of a right border range \( I_1 = [l, l | (2^{w-\text{sim}(l)} - 1)] \) and a left border range \( I_2 = [r - r \text{mod} \ 2^{w-\text{sim}(l)}, r] \).

For instance, \([9, 14]\) is a union of \( I_1 = [9, 11] \) and \( I_2 = [12, 14] \). To understand the properties of \( I^B \), we are starting with a special case of a range \( I \) when \( I \) is a left (right) border range.

**Lemma 3.2.** For a subset of bit-indices \( B \subseteq \{1, 2, \ldots, w\} \) and a \( w \)-bit range \( I = [l, r] \), if \( I \) is a left (right) border range, the corresponding \( I^B \) is a \( |B| \)-bit left (right) border range.

**Proof.** We show the lemma only for the case when \( I \) is a left border range. For the right border range the proof is symmetric. Note that it is sufficient to show the lemma only for the case when \( \text{sim}(l) = 1 \) (i.e., \( l = 0 \)) since in other cases the bits at the first \( \text{sim}(l) - 1 \) positions coincide for all values belonging to \( J \). For a range \( I = [0, r] \), consider two values \( x, y \) such that \( x < r \) and \( y = x + 1 \); then, either \( y^B = x^B + 1 \) or \( y^B \leq x^B \). Thus, \( I^B \) is a range \([0, m^B] \), where \( m^B \) is a maximal value belonging to \( I^B \). \( \Box \)

Now we are ready to show that the structure of \( I^B \) is similar to the structure of a regular range \( I \); namely, both \( I^B \) and \( I \) can be represented as a union of the left and right border ranges despite the fact that \( I^B \) is not necessary a range.

\(^1\)or is a bitwise operation

---

**Algorithm 1** Construction of \( I^B \) for \( w \)-bit range \( I = [l, r] \)

1. **procedure** IS_DIFFERENT_BIT(I, x, B)
2. \( \text{if} \ (l \text{ and } 2^{w-x}) \neq (r \text{ and } 2^{w-x}) \text{ then} \)
3. \( \text{return true} \)
4. \( \text{else} \)
5. \( \text{return false} \)
6. **procedure** REDUCE_LEFT(I, r, B)
7. \( p = \{x : x \notin B, \ \text{IS_DIFFERENT_BIT}(I, r, w, x)\} \)
8. \( \text{if} \ p \neq \emptyset \text{ then return } [I^B, r^B] \)
9. \( m = \min(p) \)
10. \( m \leftarrow m - (w - \text{sim}(m) - 1) \leftarrow 2^{w-x} \)
11. \( \text{return } [I^B, m^B] \)
12. **procedure** REDUCE_RIGHT(I, l, B)
13. \( p = \{x : x \notin B, \ \text{IS_DIFFERENT_BIT}(I, r, w, x)\} \)
14. \( \text{if} \ p \neq \emptyset \text{ then return } [I^B, r^B] \)
15. \( m = \min(p) \)
16. \( m \leftarrow m - (w - \text{sim}(m)) \leftarrow 2^{w-x} \)
17. \( \text{return } [I^B, m^B] \)
18. \( \text{split} \ I \text{ into two border ranges } I_1 \text{ and } I_2 \)
19. \( \text{return} \ \text{REDUCE_LEFT}(I_1, B) \cup \text{REDUCE_RIGHT}(I_2, B) \)

**Theorem 3.3.** For a subset of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a \( w \)-bit range \( I \), the set \( I^B \) of values can be represented as a union of the \( |B|\)-bit left border range and \( |B|\)-bit right border range.

**Proof.** By Observation 1 a range \( I \) can be splitted into the left and right border ranges. Applying Lemma 3.2 for these border ranges, the theorem immediately follows. \( \Box \)

By definition we knew that in general \( I^B \) is a set of values, Theorem 3.3 sheds a light on internals of \( I^B \). From now on, we call a set \( I^B \) of values as a sub-range of a \( w \)-bit range \( I \) on bit-indices \( B \subseteq \{1, \ldots, w\} \). Algorithm 1 shows how to construct \( I^B \) for a given range \( I \) and a subset of bit-indices \( B \).

**Lemma 3.4.** For a set of bit-indices \( B \subseteq \{1, \ldots, w\} \) and a left (right) border range \( I \), the procedure REDUCE_LEFT (REDUCE_RIGHT) in Algorithm 1 correctly constructs \( I^B \).

**Proof.** We show the lemma only for the case when \( I \) is a left border range; for the right border range the proof is symmetric. Since \( I \) is a left border range, \( I^B = [I^B, m^B] \) for some \( m \in I \). Denote by \( t \) a minimal bit index such that \( t \notin B \) and the binary representations of \( I \) and \( r \) differ at the position \( t \). Since \( I \) is a left border range values of bit of \( l \) and \( r \) at the position \( t \) equals 0 and 1, respectively. For \( r \) and \( m \), the values of bits at the bit positions in \( B \) preceding \( t \) coincide; otherwise, there exists a bit index \( t' < t \) such that \( t' \notin B, I \text{ and } 2^{w-t'} \neq r \text{ and } 2^{w-t'} \text{ contradicting to minimality of } t \). Since a bit at the \( t \)th position is not considered during construction of \( I^B \), we can obtain \( m \) from \( r \) by setting in a binary representation of \( r \) the bit value at the \( t \)th position to
and the bits at the positions succeeding \( t \) to 1. If there is no such position \( t \) then \( m = r \).

**Theorem 3.5.** For a given subset of indices \( B \subseteq \{1, \ldots, w\} \) and a \( w \)-bit range \( I = [l, r] \), the procedure \textsc{reduce} in Algorithm 1 correctly calculates \( I^B \) in \( O(w) \) time.

**Proof.** If a range \( I \) contains a single value, \( I^B = [I^B, I^B] \), otherwise \( I \) can be split into the left and right border ranges \( I_1, I_2 \) and then their sub-ranges are constructed correctly by Lemma 3.4. The running time immediately follows by construction of Algorithm 1.

Recall that encoding of a \( w \)-bit regular range consists of \( 2 \cdot w - 2 \) ternary bit strings for the prefix expansion and \( 2 \cdot w - 4 \) for SRGE in the worst case. The following theorem shows that despite the fact that a subrange \( I^B \) is not necessary a range, its ternary encoding consists of at most \( 2 \cdot |B| - 2 \) ternary bit strings for both prefix expansion and SRGE encoding.

**Theorem 3.6.** A subrange \( I^B \) can be encoded by at most \( 2 \cdot |B| - 2 \) ternary bit strings using prefix expansion or SRGE encoding.

**Proof.** The correctness of the theorem immediately follows from the fact that prefix expansion or SRGE encoding of a single \( w \)-bit left (right) border range consists of at most \( w - 1 \) ternary bit strings.

Note that we can operate on subranges as on regular ranges since the intersection of two subranges can be verified in a constant time. Now we are ready to move on to equivalent representations of multi-field range-based classifiers.

## 4 EQUIVALENT REPRESENTATIONS

In difference from the previous works considering equivalent classifiers by encoding all ranges of every field \([3, 17]\) (to list a few), \([10]\) proposes equivalent multigroup representations
Algorithm 2 Heuristic for SAX-PAC [10] representation

1: procedure GROUP_BUILD($\mathcal{K}$, $\mathcal{L}$)
2:   $G = \emptyset$
3:   for $R \in \mathcal{K}$ do
4:     if $R^\mathcal{L}$ is disjoint to all $R' \in G$ then
5:       $G = G \cup \{R\}$
6:     return $G$
7: procedure FIND_MAX_GROUP($\mathcal{K}$, $I$)
8:   $\mathcal{L} = \text{a set of } I \text{ fields maximizing GROUP_BUILD($\mathcal{K}$, $\mathcal{L}$)}$
9: end procedure
10: procedure GREEDY_GROUP($\mathcal{K}$, $I$)
11:   $\mathcal{G} = \emptyset$
12:   while $\mathcal{K} \neq \emptyset$ do
13:     $G = \text{FIND_MAX_GROUP($\mathcal{K}$, $\mathcal{L}$)}$
14:     $\mathcal{K} = \mathcal{K} \setminus G$
15:     $\mathcal{G} = \mathcal{G} \cup \{G^\mathcal{L}\}$
16: return $\mathcal{G}$

Fig. 2b. In [10] the authors show that this representation is equivalent to an originally given $k$-field classifier whose fields are represented by ranges.

Since our goal is to demonstrate advantages of per-bit over per-field resolution, we follow the same classification process and consider the similar representation $(\mathcal{G}, C)$ but now each group implements rule disjointness on a subset of subranges (at most one per field) on $\mathcal{B} = \{B_1, B_2, \ldots, B_k\}$, where $B_i$ is a subset of bit indices of a field $F_i$. Note that $B_i$ can be empty meaning that the corresponding field does not participate in the lookup table. Observe that different groups in $\mathcal{G}$ can implement rule disjointness on different $B_i$s. The classification process is illustrated in Fig. 2c. Similarly to the representation with per-field resolution this representation is equivalent to an originally given classifier with two differences: the matching property of subranges and the false-positive check that should be done on all $k$ fields (and not only on the remaining fields as in [10]). The impact of per-bit versus per-field resolution can be seen in Fig. 3.

We assume that both $\mathcal{G}$ and $C$ (if $C$ exists) are implemented in TCAM. For a given range encoding method $E$ and a classifier $\mathcal{K}^B$ on $\mathcal{B}$ bit indices, denote by $E(\mathcal{K}^B)$ the total size in bits of all ternary rules constructed from $\mathcal{K}^B$. Similarly, the size $E(\mathcal{G})$ is a total size of containing groups.

Problem 1. For a given range encoding method $E$ and a range-based classifier $\mathcal{K}$ find a multigroup representation $(\mathcal{G}, C)$ minimizing $E(\mathcal{G}) + E(C)$.

Even in the special case of a $\beta = 1$ this problem is intractable that can be shown by reduction from SetCover [8].

5 EVALUATION STUDY

In this section we explore the impact of subranges on efficiency of classifier representations.

Evaluated heuristics. Since we want to demonstrate the impact of range representations with per-bit versus per-field resolution, we use the same heuristic as in SAX-PAC [10] to build a multi-group representation; we consider two cases:

at every group the rules are pairwise disjoint based on one or two fields ($l = 1$ or $l = 2$); see GREEDY_GROUP($\mathcal{K}, I$) in Algorithm 2. Since SAX-PAC implements per-field resolution for range-based fields, to be stored in TCAM, they are encoded into ternary entries by one of the encoding methods (in our case prefix [17] or SRGE [3]). The proposed RR starts with the same assignment of $\mathcal{K}$ rules into multiple groups as in SAX-PAC but now for every range-based field a subrange is found minimizing the total size in bits or in ternary entries; see GREEDY_GROUP_BIT($\mathcal{K}, I$) in Algorithm 3. For cases when $l = 2$ the running time of Algorithm 2 is $O(N^2 \cdot k^2 \cdot \beta)$ and the running time of Algorithm 3 is $O(N^2 \cdot k^2 \cdot \beta + N^2 \cdot w^2)$, where $N$ is a number of rules in $\mathcal{K}$.

Methodology. Since the goal of this paper is to understand design principals to represent desired levels of expressiveness and scalability, we assume the extreme case when all classifier fields are represented by ranges. Each synthetically generated classifier consists of 10000 rules that are generated independently. Each field range $I = [l, r]$ is generated independently according to the following distribution: (1) the value of $\text{sim}(I)$ is chosen uniformly at random; (2) the range bounds $l$ and $r$ are generated uniformly such that the binary representations of $l$ and $r$ coincide on the first $\text{sim}(I) - 1$ bits. Though other distributions are possible, we choose this one to simulate sparseness of covered range values.

In our experiments we vary a number of range-based fields in a rule and a range width in bits. For both SRGE and prefix range encodings, we compare the total size in bits and entries among (1) conventional equivalent ternary classifiers, (2) multi-group representations with per-field resolution as in SAX-PAC (the columns SAX-PAC in Fig. 4 and Fig. 5), and (3) multigroup representations with per-bit resolution constructed by GREEDY_GROUP_BIT (the columns RR in Fig. 4 and Fig. 5). We release the code for our evaluation study as an open source [7].

Impact of range width. In the following denote by $G_1$ and $G_2$ multi-group representations implementing rule disjointness on one and two fields, respectively. For classifier rules based on four 16-bit ranges encoded by prefix expansion, the total size of $G_1$ with per-field resolution is 1.73 times

Algorithm 3 Heuristic for RR representation

1: procedure REDUCE_GROUP($G$)
2:   $\mathcal{B} =$ set of sets of all bit-indices of all fields of $G$
3:   while it is possible do
4:     remove a bit-index from one of sets in $\mathcal{B}$ minimizing $E(G^B)$ and preserving pairwise disjointness of all rules in $G^B$.
5: return $G^B$
6: procedure GREEDY_GROUP_BIT($\mathcal{K}, I$)
7:   $\mathcal{G} = \emptyset$
8:   while $\mathcal{K} \neq \emptyset$ do
9:     $G, F =$ FIND_MAX_GROUP($\mathcal{K}, I$) $\Rightarrow F$ is ignored
10: $\mathcal{K} = \mathcal{K} \setminus G$
11: $\mathcal{G} = \mathcal{G} \cup \{\text{REDUCE_GROUP($G$)}\}$
12: return $\mathcal{G}$
bigger than with per-bit; this ratio is rapidly growing when range width is increasing; e.g., for 32-bit ranges the same ratio is already equal to 10. The similar effect is seen on the total size in bits for the both range encoding methods. For $G_2$ representations, the effect of per-bit resolution is even more pronounced; e.g., for classifier rules consisting of four 32-bits ranges encoded by SRGE, the ratio between per-field and per-bit resolution in ternary entries is already 70 times since the total size of $G_2$ depends quadratically on range width.

Number of fields in a rule. Increasing the number of fields has no significant effect on the total size of multi-group representations with per-field resolution and this is a significant advantage of SAX-PAC versus equivalent classifiers encoding all ranges. The per-bit resolution provides additional memory saving since it allows to pickup multiple subranges minimizing the total size; e.g., for classifier rules on six 32-bit ranges, the size of SRGE encoding for $G_1$ with per-bit resolution is 10830 ternary entries which is very close to the optimal case when every range-based rule is encoded by a single ternary entry; from the other hand, $G_1$ with per-field resolution and SRGE encoding requires 96610 entries. In the worst case among all experiments, the average number of ternary entries in $G_1$ with per-bit resolution does not exceed 2.4 entries per rule.

Number of groups. $G_2$ requires smaller number of groups than $G_1$ when per-field resolution is considered; from the other hand, the total size of encoded ternary entries is significantly bigger for $G_2$ than for $G_1$; e.g., for rules on five 32-bit ranges, the total size of $G_2$ in entries for SRGE encoding is 17 times bigger than for $G_1$. For per-bit resolution, this effect is less pronounced and does not exceed 6 times in all experiments. Note that in all experiments for classifiers with at least 24-bits range width, the number of entries required for $G_2$ with per-bit resolution is smaller even than for $G_1$ with per-field resolution showing effectiveness of per-bit resolution for reduction not only of the total size (both in entries and bits) but also of the number of required groups.

6 CONCLUSION

Range-based field representation is an important abstraction to balance between scalability and expressiveness in packet classifiers; when a number of range-based fields is growing, equivalent classifiers encoding all ranges is not the right direction. Equivalent representations (not classifiers) as SAX-PAC [10] significantly improve memory requirements but still operating with per-field resolution can demand significant memory resources and the number of groups to implement desired structural properties. In this paper we introduce a notion of subranges allowing to operate on ranges with per-bit resolution and overcome constraints of per-field representations. Coexistence of subranges with other encoding methods as [1, 2, 5] and software-based classifier representations in regular memory we leave for the future study.
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