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Abstract—This paper analyzes the performance of hybrid control-access schemes for small cells (such as femtocells) in the context of two-tier overlaid cellular networks. The proposed hybrid access schemes allow for sharing the same downlink resources between the small-cell network and the original macrocell network, and their mode of operations are characterized considering post-processed signal-to-interference-plus-noise ratios (SINRs) or pre-processed interference-aware operation. The work presents a detailed treatment of achieved performance of a desired user that benefits from MIMO arrays configuration through the use of transmit antenna selection (TAS) and maximal ratio combining (MRC) in the presence of Poisson field interference processes on spatial links. Furthermore, based on the interference awareness at the desired user, two TAS approaches are treated, which are the signal-to-noise (SNR)-based selection and SINR-based selection. The analysis is generalized to address the cases of highly-correlated and un-correlated aggregated interference on different transmit channels. In addition, the effect of delayed TAS due to imperfect feedback and the impact of arbitrary TAS processing are investigated. The analytical results are validated by simulations, to clarify some of the main outcomes herein.
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I. INTRODUCTION

The rapidly growing demands for high data rate services in dense networks, which exceeds the current capacity of cellular systems, necessitates new technologies that fulfill the growth on network capacity and coverage. In particular, there has been a great interest to enhancing the capacity of the current cellular standards, such as the 3GPP Long-Term Evolution (LTE) standard, in indoor environments. However, providing high data rate coverage indoors cannot be achieved with the current macrocell network architecture due to high penetration losses. Among the techniques that were proposed to solve this particular problem are distributed antennas [1] and microcell/macrocell architecture [2]. However, such technologies require a relatively high operation cost. On the other hand, the use of small, low power and low cost access points (known also as femtocells) that are deployed by either users or operators to enhance capacity and coverage has been of interest recently. The co-existence of femtocells and original macrocells, which create a two-tier cellular network, result in many technical challenges, such as the increase in cross-tier interference and co-tier interference [3]. Cross-tier interference is observed between different tiers while co-tier interference exists in the same tier.

There can be many implementation approaches of femtocells within the cellular network. For instance, dedicated spectrum bands (e.g., subcarriers of the orthogonal frequency division multiplexing (OFDM)) may be used for femtocells. Consequently, cross-tier interference can be eliminated on the expense of wasting spectrum resources. Alternatively, available spectrum bands can be jointly utilized and shared by the macrocells and femtocells, which requires power control for pilot and data signals to manage interference [4]. The work in [5] proposed a different model based on cognitive operation wherein a femtocell senses the medium and changes its subchannels accordingly. Moreover, the access control scheme used at femtocells can significantly affect the level of interference. Among these access protocols, closed access, open access, and hybrid access has been adopted [6]. The closed access is known as closed subscriber group (CSG), where only authorized femtocell user can access the femtocell resources. On the other hand, the open access, which is known as open subscriber group (OSG), permits cellular users to use resources of a nearby femtocell as long as they are within the femtocell coverage. Finally, the hybrid access can be designed to allow for a planned and limited sharing of femtocell
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resources by unauthorized cellular users.

The use of multiple input multiple output (MIMO) systems has been shown to increase the channel diversity and reduce the effect of fading [7], [8]. They can be also used to support higher data rates through spatial multiplexing [8]. However, one of the difficulties of MIMO systems is the need for multiple radio frequency (RF) chains, which increases the implementation cost significantly. To overcome this, transmit antenna selection (TAS) has been proposed to reduce the number of RF chains without losing the full diversity of MIMO system [9]. The use of TAS is usually accompanied by maximal ratio combining (MRC) at the receiver, and in point-to-point MIMO, TAS/MRC has been shown to achieve full transmit/receive diversity [10]– [12]. In this case, a transmit antenna that maximizes the MRC post-processed signal-to-noise ratio (SNR) at the receiver is selected for the scenario of SNR-based selection [13], or that maximizes the post-processed signal-to-interference-noise ratio (SINR) is selected for the scenario of SINR-based selection [14].

One important aspect that should be taken into consideration in the analysis and design of femtocells that reuse the same resources of the macrocell is the model of interference. In this context, having fixed number of interferers at fixed and known locations would be a hard assumption in practice. Alternatively, in order to cope with the irregular access points locations in heterogeneous networks, stochastic geometry can be a promising approach to characterize interference. In this model, which includes α-Stable probability distribution [15], interferers are assumed to be distributed randomly according to a Poisson Point Process (PPP). In [16], PPP was used to model the interference from macrocell base stations, while in [17], it modelled cross-tier interference from femtocells. In [18], it was used to model co-channel interference in ad-hoc networks. In this paper, we adopt the PPP field interference to model interference processes on spatial MIMO links.

This paper investigates a newly formulated problem that integrates different processing designs, operation and network model conditions in the context of two-tier cellular networks. Our objective is to analyze the downlink performance of hybrid control-access scheme for spectrum-shared two-tier cellular MIMO networks with the use of TAS/MRC in the presence of random interference sources that follow PPP on spatial links. The contributions of this paper are summarized as follows:

- The mode of operation of proposed SINR-based Post-TAS hybrid access schemes and Pre-TAS interference-aware hybrid access schemes are described and formulated.
- New analytical results for the outage probability and average error rate of a desired user are developed with the use of the proposed hybrid access scheme and PPP interference field on spatial links. These results consider different interference conditions at the serving access point and different transmit antenna selection algorithms. Specifically, two TAS approaches are treated, which are the signal-to-noise (SNR)-based selection and signal-to-interference-plus-noise ratio (SINR)-based selection.
- The analysis covers two possible scenarios in which the observed interference sources at the desired user station are either highly-correlated or un-correlated as seen on transmit channels of the serving station.
- The developed results demonstrate the performance enhancement of SINR-based selection with respect to the SNR-based selection. Moreover, asymptotic approximations for the considered performance metrics are presented, which enable the characterization of the key performance indicators, such as the diversity gain and coding gain, sizes of transmit and receive array, and antenna selection algorithm, on the achieved downlink performance at a desired user.
- The effect of imperfect TAS due to imperfect feedback channel and the impact of arbitrary TAS processing on the aforementioned performance measures are investigated and compared with the idealized operation scenario.

The rest of the paper is organized as follows. Section II introduces the system model, Pre-TAS SINR formulations and interference models. The proposed hybrid control-access scheme is discussed in Section III. The performance analysis of the adopted system and interference models with the hybrid access scheme using SNR-based TAS is presented in Section IV, which is followed by asymptotic performance results in Section V, and then the investigation of the effect of feedback delay and arbitrary TAS processing in Section VI. The analysis of performance measures with the use of SINR-based TAS is then treated in Section VII, which will be followed by selected numerical and simulation results in Section VIII. Finally, concluding remarks are provided in Section IX.

Mathematical Notations: The notations used herein are as follows. Bold lower/upper case symbols denote vectors/matrices, respectively. Use of $(\cdot)^T$ for transpose, $(\cdot)^H$ conjugate transpose, $\|\cdot\|$ for norm, and $(\cdot)$ for binomial coefficient. Use of $E\{\cdot\}$ to denote the expectation operator. The term $f_x(\cdot)$ denotes the Probability density function (PDF) of the random variable $x$. $F_x(\gamma) =$
Pr(x < γ) is the Cumulative Distribution Function (CDF) of random variable x. \( M_x(s) = \mathbb{E}\{-sx\} \) is the moment generating function for the random variable x. \( \mathcal{L}^{-1}\{\cdot\} \) denotes the inverse Laplace transform. \( \Gamma(.) \) is the complete gamma function. \( \gamma(.) \) is the incomplete gamma function.

The Fox H-function properties used throughout the paper are summarized as:

**Definition 1:** The identity property of Fox H-Function is expressed as [19, Eq 1.125]

\[
H_{0,1}^{1,0} \left[ Z \mid (b, B) \right] = B^{-1} Z \frac{\pi}{\hat{\pi}} \exp \left( -Z \hat{\pi} \right)
\]

**Definition 2:** The reciprocal property of Fox H-Function is given as [19, Eq 1.58]

\[
H_{m,n}^{p,q} \left[ Z \mid (a, A) \right] = H_{n,m}^{q,p} \left[ \frac{1}{Z} \mid (1-a, B) \right]
\]

**Definition 3:** The integral identity of Fox H-function is defined as [19, P.60]

\[
\int_0^\infty x^{-1} H_{u,v}^{k,n} \left[ \sigma x \right] \frac{(a_{p,v}, A_p)}{(b_{q,v}, B_q)} \, dx = \sigma^{-1} H_{k+t,n+s}^{p,q} \left[ \frac{w}{\sigma^p} \frac{(a_{p+v}, A_{p+v})}{(b_{q+v}, B_{q+v})} \right],
\]

where \( r > 0 \), \( (a_{p+v}, A_{p+v}) = \{ (a_n, A_n), (1 - d_v, A_v) \} \), and \( (b_{q+v}, B_{q+v}) = \{ (b_k, B_k), (1 - c_u, A_u) \} \).

**Definition 4:** The inverse Laplace of Fox H-function is defined as [19, P.51]

\[
\mathcal{L}^{-1}\left\{ t^{-\rho} H_{p,q}^{k,n} \left[ a t^\rho \frac{(a_{p,v}, A_p)}{(b_{q,v}, B_q)} \right] ; t ; x \right\} = x^{-\rho} H_{p+1,q}^{k,n} \left[ a x^{-\rho} \frac{(a_{p,v}, A_p)}{(b_{q,v}, B_q)} \right].
\]

**II. SYSTEM AND INTERFERENCE MODELS**

This section contains three main parts. The first part discusses the adopted system model, and the second part presents the network interference models and the corresponding Pre-TAS SINR formulations. The third part describes the resulting SINR at the desired user station following TAS operation based on different criteria.

**A. System Model**

An overlaid\(^1\) two-tier cellular network is considered, which contains two types of access points (or base stations) as shown in Fig. 1. Each tier models the access points of a particular class, such as those of macrocells and femtocells. The BSs across tiers may differ in terms of the transmit power, the supported data rate and their spatial density. Both tiers share the same band. Throughout the remaining discussions, the notations \( t = \{ M_B, F_B \} \) and \( k = \{ M_U, F_U \} \) are used as defined in Table I.

The macrocell base station \( M_B \) can serve arbitrary number of macrocell users in its coverage area \( A_{M_B} \). The area \( A_{M_B} \) is overlaid by arbitrary number of femtocell access points, which can provide service to an arbitrary number of femtocell users as well as controlled number of macrocell users (according to the proposed hybrid access at each femtocell access point \( F_B \)) in their coverage area \( A_{F_B} \).

Although the formulations presented below are directly applicable for any user identity, it is considered that a specific multi-antenna \( M_U \), which is authorized to receive downlink service from \( M_B \), enters the coverage area of \( F_B \). Then, with the aim to extend the coverage while minimizing the interference experienced at \( M_U \), the hybrid access capability of \( F_B \) is exploited for an efficient link selection to serve \( M_U \). In this case, the resources available at \( F_B \) are distributed among authorized femtocell users and unauthorized \( M_U \) users, if applicable.

**B. Interference Models and Pre-TAS SINR Formulations**

It is assumed that \( M_U \) users, \( F_U \) users, and \( F_B \) access points, are assumed to follow stationary Poisson Point Processes (PPPs), where the PPP \( \Phi_\nu \), with \( \nu = \{ t, k \} \), has density \( \lambda_\nu \) with an average number of nodes \( \lambda_\nu A_\nu \) in area \( A_\nu \). An access point is assumed to have \( N_t \) transmit antennas, whereas a user receive station is assumed to have \( N_k \) receive antennas. The channel gain matrix \( H_{t,k} \) has \( N_t \times N_k \) complex-valued channel gain entries with \( h_{t,i,k,r} \), which can be expressed as \( h_{t,i,k,r} = \alpha_{t,i,k,r} e^{-j\phi_{t,i,k,r}} |d_{t,k}|^{-\gamma} \). The small-scale fading channel envelopes on MIMO links are modelled independent and identical (i.i.d.) Rayleigh processes.

The composite received signal at user \( k \) receive array that has a size \( L_k \), when the \( i \)th transmit antenna at access

\(^1\)Here, the term "overlay" denotes the coexistence of femtocell within the macrocell coverage.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_B,F_B,M_U,F_U$</td>
<td>Macrocell base station, femtocell base station, macrocell user, and femtocell user, respectively.</td>
</tr>
<tr>
<td>$t$</td>
<td>Macrocell base station and femtocell base station, i.e., $t \in {M_B,F_B}$.</td>
</tr>
<tr>
<td>$k$</td>
<td>Macrocell user and femtocell user, i.e., $k \in {M_U,F_U}$.</td>
</tr>
<tr>
<td>$A_{M_B\cdot A_{F_B}}$</td>
<td>Coverage area of macrocell base station, and femtocell base station, respectively.</td>
</tr>
<tr>
<td>$\Phi_{\nu}$</td>
<td>Poisson Point Process (PPPs) with $\nu = {t,k}$.</td>
</tr>
<tr>
<td>$\lambda_{\nu}$</td>
<td>Density of nodes.</td>
</tr>
<tr>
<td>$N_t$</td>
<td>Number of transmit antennas.</td>
</tr>
<tr>
<td>$L_k$</td>
<td>Number of receive antennas.</td>
</tr>
<tr>
<td>$H_{t,k}$</td>
<td>Channel gains matrix between access point $t$ and user $k$.</td>
</tr>
<tr>
<td>$h_{t,i,k,r}$</td>
<td>Complex-valued channel gain observed on the $t \rightarrow k$ link between the $i$th transmit antenna and the $r$th receive antenna with $\mathbb{E}(h_{t,i,k,r}) = 1$ (unit mean fading power).</td>
</tr>
<tr>
<td>$\alpha_{t,i,k,r}$</td>
<td>Small-scale fading channel envelope.</td>
</tr>
<tr>
<td>$\phi_{t,i,k,r}$</td>
<td>Small-scale fading channel phase.</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Path loss exponent.</td>
</tr>
<tr>
<td>$d_{t,k}$</td>
<td>Separation distance of the $t \rightarrow k$ link.</td>
</tr>
<tr>
<td>$z_{t,i,k}$</td>
<td>Composite received signal at user $k$ receive array that has a size $L_k$, when the $i$th transmit antenna at access point with $t$ is used.</td>
</tr>
<tr>
<td>$h_{t,i,k}$</td>
<td>Column vector of i.i.d. channel gains associated with desired data symbol.</td>
</tr>
<tr>
<td>$g_{t,i,k,m}$</td>
<td>Column vector of the $m$th source of interference channel gains that is observed at the receive antennas.</td>
</tr>
<tr>
<td>$n_{t,i,k}$</td>
<td>Column vector of i.i.d. AWGN variants, where each of the elements has zero mean and an average power of $\mathbb{E}[(n_{t,i,k})^2] = \sigma_n^2$.</td>
</tr>
<tr>
<td>$x_{t,i,k}$</td>
<td>Transmitted data symbol from the $i$th transmit antenna whose power is $\mathbb{E}[</td>
</tr>
<tr>
<td>$x_{t,i,m}$</td>
<td>Data symbol associated with the $m$th interference source that is by $t$ access point and affect terminal $k$ with power $\mathbb{E}[</td>
</tr>
<tr>
<td>$g_{t,i,k,r,m}$</td>
<td>Interference channel gain.</td>
</tr>
<tr>
<td>$d_{t,k,m}$</td>
<td>Separation distance between the $t$th transmit antenna source and the receive station $k$.</td>
</tr>
<tr>
<td>$\gamma_{D,t}$</td>
<td>Average SNR per receive antenna, and is equal to $\frac{P_t}{\sigma_n^2}$.</td>
</tr>
<tr>
<td>$\gamma_{I,t,i}$</td>
<td>Average INR per interferer on the $t$th transmit antenna, and is equal to $\frac{P_{t,i,m}}{L_k}$.</td>
</tr>
<tr>
<td>$I_t,i$</td>
<td>Interference power per transmit antenna $i$.</td>
</tr>
</tbody>
</table>

**TABLE I: Summary of main notations.**

point with $t$ is used, can be written as

$$z_{t,i,k} = h_{t,i,k} x_{t,i,k} + \sum_{m \in \Phi_t} x_{t,i,m} g_{t,i,k,m} + n_{t,i,k},$$

where $z_{t,i,k} = [z_{t,i,k},1 z_{t,i,k},2 \cdots z_{t,i,k},L_k]^T$ is the column vector of size $L_k \times 1$ that contains received signal replicas at the receive antenna. The first term in (1) represents the received desired signal with channel vector $h_{t,i,k} = [h_{t,i,k,1},h_{t,i,k,2},\cdots h_{t,i,k,L_k}]^T$, the second term denotes the composite PPP interference signal with channel vector $g_{t,i,k,m} = [g_{t,i,k,1,m} g_{t,i,k,2,m} \cdots g_{t,i,k,L_k,m}]^T$, and the third term denotes the background additive white noise (AWGN) with noise vector $n_{t,i,k} = [n_{t,i,k,1} n_{t,i,k,2} \cdots n_{t,i,k,L_k}]^T$. The interference channel gain $g_{t,i,k,r,m}$ can be expressed as $g_{t,i,k,r,m} = \alpha_{t,i,k,r,m} e^{-j\phi_{t,i,k,r,m}} |d_{t,k,m}|^{-\nu}$, where $\alpha_{t,i,k,r,m}$ and $\phi_{t,i,k,r,m}$ are the channel fading envelope and phase, respectively, wherein the fading envelope follows Rayleigh distribution with $\mathbb{E}(\alpha_{t,i,k,r,m}^2) = 1$. The MIMO configuration implements TAS/MRC scheme and using single spectrum sub-band at a time. It is worth mentioning that there can be other design alternatives to the MIMO configuration adopted herein for which the developments in this paper can be readily applied without loss of generality. For example, with single-input multiple-output (SIMO) and the serving access point has multiple sub-bands but can serve each user through single sub-band at a time, transmit sub-band selection (TSBS) with MRC (i.e. TSBS/MRC) becomes equivalent to TAS/MRC operation. Moreover, when the desired user terminal is limited to use single receive antenna at a time and there are multiple transmit antennas (or transmit sub-bands that can be used simultaneously) at the serving access point, maximum ratio transmission (MRT) with adjusted transmit power per transmit antenna (or sub-band) along with receive antenna selection (MRT/RAS) can replace TAS/MRC design and its operation benefits. However, these systems vary in terms of complexity of operation. Here, the received signal replicas are combined via MRC, and then the transmit antenna index with the best MRC is selected at the receive station. The receive station sends back the index to the transmitter to be used for subsequent downlink packet transmission. The Pre-TAS SINR following receive MRC (after weighting $z_{t,i,k}$ by $	ilde{h}_{t,i,k}/\|\tilde{h}_{t,i,k}\|$), where $\tilde{h}_{t,i,k} = h_{t,i,k}/|d_{t,k}|^{-\nu}$ of the link between $t$ and $k$ when the $i$th transmit antenna is used can be obtained as where $\sum_{r=1}^{L_k} \alpha_{t,i,k,r,m}^2 = \tilde{h}_{t,i,k}^{H} n_{t,i,k}/\|\tilde{h}_{t,i,k}\|^2$ is the sum of i.i.d. exponential random variables each of which has unit mean, $\tilde{\alpha}_{t,i,k,m}^2 = |\tilde{h}_{t,i,k}^{H} g_{t,i,k,m}/\|\tilde{h}_{t,i,k}\|^2$ follows an exponential distribution of unit mean, and $|\tilde{h}_{t,i,k}^{H} n_{t,i,k}/\|\tilde{h}_{t,i,k}\|^2$ is an AWGN distributed variant of zero mean and power $\sigma_n^2$. By exploiting the statistical independence between small-scale fading and point processes [18], [20], the aggregate interference power in (2), which is denoted by $I_{t,i,k} = \sum_{m \in \Phi_t} \gamma_{I,t,i} |d_{t,k,m}|^{-\nu} \tilde{\alpha}_{t,i,k,m}^2$, has Laplace
$$\gamma_{\text{SINR},t,i,k} = \frac{P_t}{N_t} |d_{t,k}|^{-\nu} \frac{h^H_{t,k} \hat{h}_{t,i,k}}{|\hat{h}_{t,i,k}|^2} + \sum_{m \in \Phi_t} P_{t,i,m} |d_{t,k,m}|^{-\nu} \frac{h^H_{t,k} \hat{h}_{t,i,k}}{|\hat{h}_{t,i,k}|^2} + \frac{\tau_{t,k}^2}{\alpha^2_{t,i,k,m}} + 1.$$  \hspace{1cm} (2)

transform, $\psi_{t,i,k}(s) = \mathbb{E}\{e^{-sI_{t,i,k}}\}$, that is expressed as

$$\psi_{t,i,k}(s) = \mathbb{E}\left\{ \prod_{m \in \Phi_t} \mathbb{E}\left\{ e^{-s(\tau_{t,i,k} |d_{t,k,m}|^{-\nu} \alpha_{t,i,k,m}^2)} \right\} \right\},$$

where $\beta(v) = \frac{2\pi^2}{v \sin(2\pi/v)}$. Note that $I_{t,i,k}$ follows a stable distribution with characteristic exponent $\frac{2}{v}$ and dispersion $\lambda(\tau_{t,i,k})^2 \beta(v)$.

The formulation of the aggregate interference power $I_{t,i,k}$ in (3) that is observed at user $k$ may depend on the used transmit antenna (whose index is $i$) at the serving access point $t$. This is noticed if the transmit antennas at $t$ are separated in code domain by assigning them orthogonal codes. Note that TAS/MRC with orthogonal codes used to orthogonalize transmit antennas transmissions in code domain while using single spectrum sub-band is equivalent to a SIMO system with TSBS/MRC, where the sub-bands guarantee transmit orthogonality in frequency domain. In this case, interference signals observed from transmit antennas at terminal $t$ become de-correlated in code domain. On the other hand, when transmit antennas at terminal $t$ are not separated, it is reasonable to assume that $I_{t,i,k} = I_{t,k}$, for $i = 1, 2, \ldots, N_t$, which implies that interference sources observed from $t$ are identical, regardless of the used transmit antenna at terminal $t$ to serve terminal $k$. These two cases are incorporated into the findings of the following part. In addition to these two cases of orthogonal and identical $\{I_{t,i,k}\}_{i=1}^{N_t}$, correlated $\{I_{t,i,k}\}_{i=1}^{N_t}$ may be observed when transmit antennas are not perfectly orthogonal in code domain (note this correlation is practically infeasible in SIMO systems that uses multiple sub-bands to either implement MRT/RAS or TSBS/MRC that use guard sub-bands in frequency domain). This can be captured via the crossing-correlation between $\{I_{t,i,k}\}_{i=1}^{N_t}$ underlying small-scale fading powers $\{\alpha_{t,i,k,m}\}$. Given that these terms are results of complex-valued Gaussian models of interference small-scale fading channel gains, correlation models of underlying complex-valued Gaussian processes can be incorporated into the analysis of the adopted TAS scheme, wherein related results in (21) for selection combining can be useful. The expected effect of correlation among $\{I_{t,i,k}\}_{i=1}^{N_t}$ under TAS scheme is bounded between those of the orthogonal and identical $\{I_{t,i,k}\}_{i=1}^{N_t}$. Further details on this case are not shown herein, but may be reported in a future work.

C. TAS Scenarios

The selection of the suitable transmit antenna at the serving station $t$ can be implemented to either maximize the desired combined SNR after MRC (i.e., SNR-based TAS) at the receive station or maximize the Pre-TAS SINR (i.e., combined SINR prior to TAS) in (2). The SNR-based TAS is apparently less complex than the SINR-based TAS since it does not require the knowledge of interference power in the identification of the suitable transmit antenna index. Moreover, the SNR-based selection will provide identical performance to that of the SINR-based selection when interference power on transmit antennas are identical (i.e., the case of $I_{t,i,k} = I_{t,k}$, for $i = 1, 2, \ldots, N_t$, as discussed above).

1) SNR-Based Post-TAS: For the case when the transmit antennas are perfectly orthogonal, it follows that the SNR-based TAS results in the Post-TAS SINR (i.e., the combined SINR after TAS), $\gamma_{\text{SINR},t,k}$, that is given

$$\gamma_{\text{SINR},t,k} = \max_{i=1,\ldots,N_t} \left\{ \frac{\gamma_{D,t}}{I_{t,i,k} + 1} \right\},$$

where $\gamma_{\text{SINR},t,i,k} = \sum_{r=1}^{L_k} \alpha_{t,i,k,r}^2$ is the combined $\gamma_{D,t} = \sum_{r=1}^{L_k} \|d_{t,k}\|^{-\nu}$, and $I_{t,i,k} = I_{t,k}$ if the $i$th transmit antenna is selected. On the other hand, when the interference powers on transmit antennas are identical, it follows that $\gamma_{\text{SINR},t,k}$ has the same form in (4) but with $I_{t,i,k} = I_{t,k}$, for any $i = 1, \ldots, N_t$.

2) SINR-Based Post-TAS: For the case when the transmit antennas are perfectly orthogonal, it follows that the SINR-based TAS results in the Post-TAS SINR, $\widetilde{\gamma}_{\text{SINR},t,k}$, that is given

$$\widetilde{\gamma}_{\text{SINR},t,k} = \max_{i=1,\ldots,N_t} \left\{ \frac{\gamma_{\text{SINR},t,i,k}}{I_{t,i,k} + 1} \right\}.$$  \hspace{1cm} (5)

On the other hand, when the interference powers on transmit antennas are identical, it follows that $\gamma_{\text{SINR},t,k}$ has the same formulation in (4) with $I_{t,i,k} = I_{t,k}$, for any $i = 1, \ldots, N_t$. 
III. DESCRIPTION OF HYBRID CONTROL-ACCESS SCHEME

For the sake of simplicity, the following analysis considers macrocell user (i.e., \( k = M_U \)) as being the user of interest. However, in light of the preceding results in the previous section, the analysis can be modified directly to treat femtocell user \( k = F_B \). Now for the macrocell user \( M_U \), the selection of the suitable downlink (i.e., the macrocell base station or a femtocell access point) to serve \( M_U \) can be made according to different algorithms. The following analysis outlines some of these algorithms and explain their applicability:

A. Post-TAS Hybrid Access

The selection of the suitable access point can be related to the Post-TAS SINRs levels observed at macrocell user \( M_U \). The following discussion considers the SNR-based and SINR-based Post-TAS schemes discussed in subsections II-C1 and II-C2, respectively.

1) SNR-Based Post-TAS Hybrid Access: Based on the results in subsection II-C1, the ratios of the resulting SINRs at \( M_U \) can be expressed as

\[
\frac{\rho_{\text{SINR}}}{\gamma_{\text{SINR}, M_B, M_U}} = \frac{\gamma_{\text{SINR}, M_B, M_U}}{\gamma_{\text{SINR}, M_B, M_U}},
\]

where \( \gamma_{\text{SINR}, M_B, M_U} \) and \( \gamma_{\text{SINR}, M_B, M_U} \) are statistically independent aggregate interference powers that are observed at the macrocell user \( M_U \), and they originated due to the service provided to other concurrently active users by spatially independent macrocell \( M_B \) and a nearby femtocell \( F_B \) access points. The number of femtocell access points \( \Phi_{\text{FB}}(A) \) in close vicinity of \( M_U \) over an area \( A \) follows a Poisson distribution with mean value of \( \lambda_{\text{FB}}(A) \), and number of femtocell users \( \Phi_{\text{FB}}(A) \) in the same area follows also a Poisson distribution with mean value of \( \lambda_{\text{FB}}(A) \). The condition to allow for a hybrid access for \( M_U \) is given by the likelihood that the femtocell access points are capable to serve all femtocell users in area \( A \) and have free resources to support a service to \( M_U \), which gives the event that \( \Phi_{\text{FB}}(A) < \Phi_{\text{FB}}(A) \). Then it follows that

\[
\eta_0 = \Pr \left\{ \frac{\Phi_{\text{FB}}(A)}{\Phi_{\text{FB}}(A)} < 1 \right\},
\]

\[
= \sum_{x=0}^{\infty} \left[ e^{-\lambda_{\text{FB}}(A)} \left( \frac{\lambda_{\text{FB}}(A)}{n!} \right)^n \right] e^{-\lambda_{\text{FB}}(A)} \left( \frac{\lambda_{\text{FB}}(A)}{n!} \right)^x,
\]

which indicates the likelihood of observing at least one free femtocell access point over \( A \) that can serve \( M_U \).

If \( \rho_{\text{SINR}} < 1 \), then \( M_U \) will be served by the macrocell base station \( M_B \). Otherwise, \( M_U \) will be served by a femtocell access point \( F_B \). The probability of the event \( \rho_{\text{SINR}} < 1 \) can be expressed as

\[
\Pr \{ \rho_{\text{SINR}} < 1 \} = \int_0^{+\infty} F_{\text{SINR}, F_B, M_U} \left( \frac{x}{\eta_0} \right) f_{\text{SINR}, M_B, M_U}(x) \, dx,
\]

where \( F_{\text{SINR}, F_B, M_U} \) and \( f_{\text{SINR}, M_B, M_U} \) can be deduced as will be explained in Section IV.

The preceding algorithm can result in frequent handover of macrocell user \( M_U \) due to the rapid variations of the small-scale fading conditions in the resulting SNR. To reduce the rate of handover association, a more robust algorithm can be implemented based on large-scale fading with small-scale fading associated with the Post-TAS desired SNR be averaged out. Consequently, the result in (6) reduces to

\[
\bar{\rho}_{\text{SINR}} = \frac{\gamma_{\text{SINR}, F_B, M_U}}{\gamma_{\text{SINR}, M_B, M_U}} = \frac{\gamma_{\text{SINR}, M_B, M_U}}{\gamma_{\text{SINR}, M_B, M_U}}.
\]

B. SINR-Based Post-TAS Hybrid Access: Based on the results in subsection II-C2, the ratios of the resulting SINRs at \( M_U \) can be expressed as

\[
\frac{\tilde{\rho}_{\text{SINR}}}{\tilde{\gamma}_{\text{SINR}, M_B, M_U}} = \frac{\gamma_{\text{SINR}, M_B, M_U}}{\gamma_{\text{SINR}, M_B, M_U}},
\]

where \( \tilde{\rho}_{\text{SINR}} = \gamma_{\text{SINR}, F_B, M_U} / \gamma_{\text{SINR}, M_B, M_U} \), and the second equality follows with the assumption that aggregate interference power are relatively large quantities. The result in (9) reveals that the access point association will be mainly based on the large-scale statistics of aggregate Poisson field interference models. Then, the likelihood of association event that \( \tilde{\rho}_{\text{SINR}} < 1 \) can be expressed as

\[
\Pr \{ \tilde{\rho}_{\text{SINR}} < 1 \} = \int_0^{+\infty} F_{\text{SINR}, F_B, M_U} \left( \frac{x}{\tilde{\gamma}_{\text{SINR}, M_B, M_U}} - 1 \right) f_{\text{SINR}, M_B, M_U}(x) \, dx,
\]

\[
= \int_0^{+\infty} F_{\text{SINR}, F_B, M_U} \left( \frac{x}{\tilde{\gamma}_{\text{SINR}, M_B, M_U}} \right) f_{\text{SINR}, M_B, M_U}(x) \, dx.
\]

where \( F_{\text{SINR}, F_B, M_U} \) and \( f_{\text{SINR}, M_B, M_U} \) can be deduced from the statistical aggregate interference models in (3), in which the index \( i^* \) denotes the index of the selected transmit antenna on the macrocell or femtocell link. Note again that the knowledge of \( i^* \) becomes unnecessary and has no effect under identical interference on transmit channels.

2) SINR-Based Post-TAS Hybrid Access: Based on the results in subsection II-C2, the ratios of the resulting SINRs at \( M_U \) can be expressed as

\[
\tilde{\rho}_{\text{SINR}} = \frac{\tilde{\gamma}_{\text{SINR}, F_B, M_U}}{\tilde{\gamma}_{\text{SINR}, M_B, M_U}} = \frac{\max_{n=1,\ldots,N_{FB}} \gamma_{\text{SINR}, F_B, M_U}}{\max_{n=1,\ldots,N_{MB}} \gamma_{\text{SINR}, M_B, M_U}}.
\]
The probability of the event \( \tilde{\rho}_{\text{SINR}} < 1 \) can be expressed as

\[
\Pr\{\tilde{\rho}_{\text{SINR}} < 1\} = \int_{0}^{+\infty} F_{I_{B}, \gamma} \left( \frac{x}{\eta_0} \right) f_{I_{B}, \gamma} \left( \frac{x}{\eta_0} \right) dx, \tag{12}
\]

where \( F_{I_{B}, \gamma} \) and \( f_{I_{B}, \gamma} \) can be deduced as will be explained in Section VII. For the case when the interference powers on transmit antennas are identical (i.e., \( I_{B}^{k} = I_{B} \) for any \( i = 1, \ldots, N_t \)), the result in (11) reduces to a form that is similar to (6) without the inclusion of the index \( i^* \) of the selected transmit antenna. Consequently, the findings in (9) and (12) are applicable under identical interference on transmit antennas.

### B. Pre-TAS Hybrid Access: Interference-Aware Scenario

For the case when the hybrid access scheme is performed ahead of TAS scheme, which realizes Pre-TAS hybrid access, the algorithms described in subsection III-A1 cannot be adopted. In the absence of information about the selected transmit antenna, and to maintain a robust macrocell user association with reduced handover rate, the findings in (9) can be extended for an interference-aware Pre-TAS hybrid access scheme. Since the transmit antenna that meets the Post-TAS SINR requirement is still unknown, and hence, the aggregate interference that is associated with that transmit antenna is unpredictable, a practical solution can be through considering the aggregate interference power on all transmit antennas at each access point, which give \( I_{B} = \sum_{i=1}^{N_M} I_{b,i,M} \) and \( I_{F_B} = \sum_{i=1}^{N_F} I_{F_B,i,M} \). Therefore, the association parameter in this case can be defined as

\[
\rho = \eta_0 \frac{I_{B} + 1}{I_{F_B} + 1} \approx \frac{N_{M} I_{B} + 1}{N_{F} I_{F_B} + 1}, \tag{13}
\]

which is a variant of that adopted in [22] as a hybrid access association parameter.

It is reasonable to consider the cases when the aggregate interference power observed at \( M_U \) is identical on all transmit antennas or un-correlated among all transmit antennas of the serving access point, as discussed in the preceding part, and revisited below.

1) **Scenario A of interference:** This scenario A of interference refers to the case when \( M_U \) undergoes the same interference effect from all transmit antennas of its serving access point. Therefore, \( I_{B} = N_{M} I_{b,M} \) and \( I_{F_B} = N_{F} I_{F_B,M} \). Hence, \( \rho \) in (13) is redefined as \( \rho_1 \approx \frac{I_{b,M}}{I_{F_B,M}} \), where \( \eta_0 N_{M} / N_{F} \). The following proposition provides the likelihood of the association event that \( \rho_1 < 1 \).

#### Proposition 1

The term \( \Pr\{\rho_1 < 1\} \) can be expressed as

\[
\Pr\{\rho_1 < 1\} = \int_{0}^{+\infty} F_{I_{F_B,M}} \left( \frac{x}{\eta_0} \right) f_{I_{F_B,M}} \left( \frac{x}{\eta_0} \right) dx, \tag{14} \]

\[
= \frac{v}{2} H_{2,2}^{1,1} \left[ \frac{\lambda_{M}}{\lambda_{F_B}} \left( \frac{\gamma_{F_B,M}}{\eta_0} \right)^{\frac{2}{v}} \sum_{i=1}^{N_{M}} \gamma_{F_B,M} \gamma_{F_B,M} \right] \left( (1,1), (1, \frac{2}{v}) \right), \tag{15} \]

#### Proof: See Appendix A.

2) **Scenario B of Interference:** This scenario happens when \( M_U \) undergoes independent interference on transmit antennas. Therefore, the likelihood of the association event \( \rho < 1 \), which is redefined as \( \rho_2 < 1 \) for simplicity, is provided below.

#### Proposition 2

The term \( \Pr\{\rho_2 < 1\} \) can be obtained as

\[
\Pr\{\rho_2 < 1\} = \frac{v}{2} H_{2,2}^{1,1} \left[ \frac{\lambda_{M}}{\lambda_{F_B}} \left( \frac{\gamma_{F_B,M}}{\eta_0} \right)^{\frac{2}{v}} \sum_{i=1}^{N_{M}} \gamma_{F_B,M} \gamma_{F_B,M} \right] \left( (1,1), (1, \frac{2}{v}) \right). \tag{16} \]

#### Proof: See Appendix B.

It is worth mentioning that \( \Pr\{\rho_2 < 1\} \) in (15) becomes identical to \( \Pr\{\rho_1 < 1\} \) in (14) when \( \gamma_{F_B,M} = \gamma_{F_B,M} \) for \( i = 1, 2, \ldots, N_t \) and \( t = \{M_B, F_B\} \). The hybrid access algorithms described above in sub-sections III-A and III-B can be readily adopted for the remaining parts of this paper. For instance, the results developed in sub-section III-A considering Pre-TAS interference-aware hybrid access scheme will be used in the remaining Sections to provide generalized results that can applied for different conditions of interference on transmit antennas at the serving access point.

### IV. PERFORMANCE ANALYSIS USING SNR-BASED Post-TAS

This Section presents exact results for some performance measures of the SNR-based Post-TAS presented in sub-section II-C1, considering the hybrid access schemes in subsection III-B. The results are presented in two parts for the outage probability and average error rate of the desired macrocell user \( M_U \).

#### A. Exact Outage Probability

The outage probability is defined as the probability that the combined SINR at \( M_U \) falls below a predetermined threshold, \( \gamma_{th} \); \( P_{\text{out}} = \Pr\{\gamma_{\text{SINR}} < \gamma_{th}\} \). The following parts present the outage probability for the two cases of interference on transmit antennas based on the findings in (14) and (15).
1) Scenario A of Interference: The outage probability in this case can be expressed as
\[ P_{\text{out}} = \Pr\{\rho_1 < 1\} \Pr\{\gamma_{\text{SINR},M_B,M_U} < \gamma_{th}\} + (1 - \Pr\{\rho_1 < 1\}) \Pr\{\gamma_{\text{SINR},F_B,M_U} < \gamma_{th}\} \quad (16) \]
where \( \Pr\{\rho_1 < 1\} \) is given in (14) and \( \gamma_{\text{SINR},t,k} \) is defined in (4) with \( I_{t,k} = I_{t,i,k} \), regardless of the index of the selected transmit antenna.

Proposition 3: The term \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} \) for \( t = \{M_B,F_B\} \) and \( k = M_U \) is expressed as in (17)

Proof: See Appendix C.

Substituting the resulting expression of \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} \) for \( t = \{M_B,F_B\} \) and \( k = M_U \) in (16) yields the desired final results for the outage performance of \( M_U \).

2) Scenario B of Interference: The outage probability in this case can be expressed as
\[ P_{\text{out}} = \Pr\{\rho_2 < 1\} \Pr\{\gamma_{\text{SINR},M_B,M_U} < \gamma_{th}\} + (1 - \Pr\{\rho_2 < 1\}) \Pr\{\gamma_{\text{SINR},F_B,M_U} < \gamma_{th}\} \quad (18) \]
where \( \Pr\{\rho_2 < 1\} \) is given in (15) and \( \gamma_{\text{SINR},t,k} \) is defined in (4) with \( I_{t,k} = I_{t,i,k} \) only if the \( i \)th transmit antenna is selected.

Proposition 4: The term \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} \) for \( t = \{M_B,F_B\} \) and \( k = M_U \) is as in (19)

Proof: See Appendix D.

Substituting the resulting expression of \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} \) for \( t = \{M_B,F_B\} \) and \( k = M_U \) in (18) yields the desired final results for the outage performance of \( M_U \).

B. Exact Average Error Rate

The following parts address the average error rate performance of \( M_U \).

1) Scenario A of Interference: The average error rate in this case can be defined as
\[ P_e = \Pr\{\rho_1 < 1\} P_{eM_B,M_U} + (1 - \Pr\{\rho_1 < 1\} P_{eF_B,M_U} \quad (20) \]
The average error rate \( P_{e,t,k} \) in (20) for \( t = \{M_B,F_B\} \) and \( k = M_U \) can be expressed as [26]
\[ P_{e,t,k} = \frac{1}{\pi} \int_0^{\pi(M-1)/M} M_{\gamma_{\text{SINR},t,k}} \left( \frac{\sin^2(\pi/M)}{\sin^2 \theta} \right) d\theta, \quad (21) \]
where \( M \) is the constellation size. According to [27], the integral can be avoided by the approximation as in (22) Using the MGF definition \( M_{\gamma_{\text{SINR},t,k}}(s) = s \int_0^\infty e^{-s\gamma_{th}} \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} d\gamma_{th} \), and the Fox H-function property in [23, eq. 6], \( M_{\gamma_{\text{SINR},t,k}}(s) \) is obtained as in (23) where
\[ \Delta_{t,k} = \sum_{n=1}^{N_t} \binom{N_t}{n} (-1)^{n-1} \sum_{r_1=1}^{L_t} \cdots \sum_{r_{m-1}=1}^{L_t} \frac{1}{\Pi_{l=1}^{m} (r_l-1)!} \sum_{j=0}^{r_{m-1}} \sum_{j=0}^{r_{m-1}} \left( \frac{\tau_{o,t,k}}{n} \right)^j. \]
Inserting the expression in (23) into (21) gives the expression of \( P_{e,t,k} \), and then using the this result in (20) for \( t = \{M_B,F_B\} \) and \( k = M_U \) yields the desired final results for the average error rate performance of \( M_U \).

2) Scenario B of Interference: The average error rate in this case can be expressed as
\[ P_e = \Pr\{\rho_2 < 1\} P_{eM_B,M_U} + (1 - \Pr\{\rho_2 < 1\} P_{eF_B,M_U} \quad (24) \]
where \( \Pr\{\rho_2 < 1\} \) is given in (15). Herein, \( \gamma_{\text{SINR},t,k} \) is defined in (4) with \( I_{t,k} = I_{t,i,k} \) only if the \( i \)th transmit antenna is selected. Similarly, the term \( M_{\gamma_{\text{SINR},t,k}}(s) \) has the same expression as in (23) but after replacing \( \alpha_t \) by \( \phi_t \). Substituting the resulting expression of \( P_{e,t,k} \) for \( t = \{M_B,F_B\} \) and \( k = M_U \) into (24) yields the desired final results for the average error rate performance of \( M_U \).

V. ASYMPTOTIC RESULTS WITH SNR-BASED Post-TAS

This Section provides asymptotic results for the outage probability and average error rate obtained in the preceding Section in high SNR regime.

A. Asymptotic Outage Probability

The results herein are obtained using the Taylor series expansion of exponentials \( e^{-x} \approx 1 - x \) as \( x \to 0 \) [28, eq.1211] and the asymptotic expansion of H-function at \( z = 0 \) [19, eq.1.8.1].

1) Scenario A of Interference: The asymptotic outage probability in (17) can be expressed as
\[ P_{e,t,k}^\infty = \lim_{\tau_{o,t,k} \to \infty} \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = (G_c \tau_{D,t})^{-G_d} + o(\tau_{D,t}^{-G_d}), \quad (25) \]
where \( o(\cdot) \) represents \( f(x) = o(g(x)) \) as \( x \to 0 \) if \( \lim_{x \to 0} \frac{f(x)}{g(x)} = 0 \). \( G_d \) is the diversity gain and is defined as the slope of the asymptotic curve which is given by \( G_d = \lim_{\tau_{D,t} \to \infty} \frac{-\log \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\}}{-\log \frac{\tau_{D,t}}{(L_k)N_t}} \), and \( G_c \) is the coding gain representing the SNR advantage of the asymptotic curve relative to \( (\tau_{D,t})^{-G_d} \) reference. Comparing the results in (25) with those in (26), the achievable diversity and coding gain can be expressed as follows:
\[ G_d^\infty = \min_{\tau_{o,t,k}} \left( \frac{\alpha_t}{(L_k)N_t} \right)^{G_d} \quad \text{and} \quad G_c^\infty = \left( \frac{\alpha_t}{(L_k)N_t} \right)^{G_c} \cdot \left( \frac{-\log \frac{\tau_{D,t}}{(L_k)N_t}}{-\log \frac{\tau_{D,t}}{(L_k)N_t}} \right)^{G_c}. \]
\[
\Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = 1 - \sum_{n=1}^{N_t} \left(\frac{N_t}{n}\right) (-1)^{n-1} e^{-(n\gamma_{th}/\gamma_{D,t})} \sum_{r_1=1}^{L_k} \ldots \sum_{r_n=1}^{L_k} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^{r_{\text{sum}}}}{\prod_{p=1}^{n} (r_p - 1)!} \sum_{j=0}^{r_{\text{sum}}} \left(\begin{array}{c}r_{\text{sum}} \\ j\end{array}\right) \mathcal{J}_1,
\]

(17)

\[
\Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = 1 - \sum_{n=1}^{N_t} \left(\frac{N_t}{n}\right) (-1)^{n-1} e^{-(n\gamma_{th}/\gamma_{D,t})} \sum_{r_1=1}^{L_k} \ldots \sum_{r_n=1}^{L_k} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^{r_{\text{sum}}}}{\prod_{p=1}^{n} (r_p - 1)!} \sum_{j=0}^{r_{\text{sum}}} \left(\begin{array}{c}r_{\text{sum}} \\ j\end{array}\right) \mathcal{J}_3,
\]

(19)

\[
\text{Pe}_{t,k} \approx \left(\frac{M - 1}{2\pi M} - \frac{1}{6}\right) \mathcal{M}_{\gamma_{\text{SINR},t,k}} (-\sin^2(\pi/M)) + \frac{1}{4} \mathcal{M}_{\gamma_{\text{SINR},t,k}} \left(\frac{-4\sin^2(\pi/M)}{3}\right) + \left(\frac{M - 1}{2\pi M} - \frac{1}{4}\right)
\]
\[
\times \mathcal{M}_{\gamma_{\text{SINR},t,k}} \left(\frac{\sin^2(\pi/M)}{\sin^2 \theta}\right).
\]

(22)

\[
\mathcal{M}_{\gamma_{\text{SINR},t,k}} (s) = 1 - s \Delta_t \left(s + \frac{n}{\gamma_{D,t}}\right)^{j-r_{\text{sum}}-1} H_{2,2}^2 \left[\alpha_t \left(\frac{n}{\gamma_{D,t}}\right)^{\frac{1}{2}} \left(s + \frac{n}{\gamma_{D,t}}\right)^{-\frac{1}{2}} \left(j-r_{\text{sum}}, \frac{3}{2}\right)_{(0,1)}\right],
\]

(23)

(16) yields the desired asymptotic outage probability of \(M_U\).

2) Scenario B of Interference: Using (17) and replacing \(\mathcal{J}_1\) by \(\mathcal{J}_3\), the asymptotic outage probability can be obtained as

\[
\text{Pe}_{t,k}^\infty \approx \frac{\phi_t}{(L_k! N_t)} \left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^{\min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)} \frac{\Gamma}{\pi \sin^2(\pi/2)} \left(\frac{1}{\gamma_{D,t}}\right)^{\min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)} \mathcal{I}_1,
\]

(27)

Now, the associated diversity and coding gains can be obtained as follows: \(G_{\text{Ind}} = \min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)\) and \(G_{\text{Ind}} = \left(\frac{\phi_t}{\gamma_{D,t}}\right)^{\min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)}\). Substituting the resulting expression of \(\text{Pe}_{t,k}^\infty\) for \(t = \{M_B, F_B\}\) and \(k = M_U\) in (18) yields the desired asymptotic outage probability performance of \(M_U\). The outage performance of this scenario is also dominated by the pass loss of the interference sources.

As can be observed from (26) and (27), the considered system under identical and independent interference scenarios has the same diversity gain, but the SINR gap between the two scenarios depend on the coding gain. This SINR gap is characterised as \(G_{\text{Ind}} = \left(\frac{\alpha_t}{\phi_t}\right)^{\min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)}\), which indicates that, for the same outage probability, the performance under identical interference outperforms that of independent interference on same transmit antennas by \(10(1/\min(\frac{\gamma_{th}}{\gamma_{D,t}}, L_k N_t))) log_{10}(\alpha_t/\phi_t) dB\).

B. Asymptotic Average Error Rate

1) Scenario A of Interference: The asymptotic MGF, \(\mathcal{M}_{\gamma_{t,k}}^\infty(s)\), can be obtained as in (28). Thus, inserting the MGF obtained into (21), the average error rate is expressed as

\[
\text{Pe}_{t,k}^\infty \approx \frac{\Gamma}{\pi \sin^2(\pi/2)} \left(\frac{1}{\gamma_{D,t}}\right)^{\min\left(\frac{\gamma_{th}}{\gamma_{D,t}}, \frac{\gamma_{th}}{\gamma_{D,t}}\right)} \mathcal{I}_1,
\]

(29)

where \(\mathcal{I}_1\) can be re-expressed, after utilizing the periodicity of sine function, as

\[
\mathcal{I}_1 = \int_0^{\pi/2} (\sin^2 \theta)^{9} d\theta + \int_{\frac{\pi}{M}}^{\pi/2} (\sin^2 \theta)^{9} d\theta
\]
\[
= \sqrt{\pi} \Gamma(0.5 + g) \frac{1 + g}{2 \Gamma(1 + g)} + \sqrt{1 - \sin^2(\pi/M)} \times 2 F_1(0.5, 0.5 - g; 1.5; 1 - \sin^2(\pi/M)).
\]

(30)

Inserting the resulting expression of \(\text{Pe}_{t,k}^\infty\) for \(t = \{M_B, F_B\}\) and \(k = M_U\) into (20) yields the desired asymptotic average error rate of \(M_U\).

2) Scenario B of Interference: The expression for \(\text{Pe}_{t,k}^\infty\) in this case is similar to that in (29) after replacing \(\alpha_t\) by \(\phi_t\). Inserting this resulting \(\text{Pe}_{t,k}^\infty\) for \(t = \{M_B, F_B\}\) and \(k = M_U\) into (24) yields the desired result.

VI. EFFECT OF FEEDBACK DELAY AND ARBITRARY TAS PROCESSING

This Section analyzes the performance of the SNR-Based Post-TAS under imperfect channel feedback, which can be due to noisy channel estimation, feedback delay, or channel quantization error. In specific, the analysis considers the feedback delay effect, and the TAS scheme...
\[
\mathcal{M}_{t,k}^\gamma(s) \approx \frac{\alpha_t}{(L_k!)^{N_t}} s^{-\min(\hat{\gamma}, L_k N_t)} \Gamma \left( \min \left( \frac{2}{v}, L_k N_t \right) + 1 \right) \left( \frac{1}{\gamma_{D,t}} \right)^{\min(\hat{\gamma}, L_k N_t)} .
\]

is generalized for an arbitrary TAS from the associated order statistics.

The suitable transmit antenna is chosen based on the estimated channel, and this requires full synchronization between the serving station and the user of interest \(M_U\) with perfect feedback. However, due to channel impairments, there might be a time lag \(\tau_{d,t}\) between the selection of the transmit antenna and its time of use. To capture this effect, let the true channel gain be \(h_{t,k}\) and its delayed version be \(\tilde{h}_{t,k}\). The relation between \(h_{t,k}\) and \(\tilde{h}_{t,k}\) is expressed as \(\tilde{h}_{t,k} = \sqrt{\rho_{t,k}} h_{t,k} + \sqrt{1 - \rho_{t,k}} e_{t,k}\) [29], where \(e_{t,k}\) is estimation error vector due to the time lag per transmit antenna, and its elements are complex random variables with zero mean and variance \(\sigma_e\), and \(\rho_{t,k}\) is the correlation coefficient (\(\rho_{t,k} \in [0, 1]\)), which can be drawn from \(\rho_{t,k} = \left| J_0 \left( 2\pi f_{d,t} \sigma_{d,t} \right) \right|^2\), where \(J_0(x)\) denotes the zero order Bessel function of first kind [28], and \(f_{d,t}\) denotes the Doppler frequency.

With arbitrary TAS, the PDF of \(\gamma_{t,k}\) can be obtained as [30]

\[
f_{\gamma_{t,k}}(x) = u \left( \frac{N_t}{u} \right) \left[ \mathcal{F}_{\gamma_{t,i,k}}(x) \right]^{u-1} \left[ 1 - \mathcal{F}_{\gamma_{t,i,k}}(x) \right]^{N_t-u} 
\times f_{\gamma_{t,i,k}}(x).
\]

(31)

The PDF of the delayed version \(\tilde{\gamma}_{t,k}\) of the true \(\gamma_{t,k}\) is expressed as

\[
f_{\tilde{\gamma}_{t,k}}(x) = \int_0^\infty f_{\gamma_{t,k}}(y|x)f_{\gamma_{t,k}}(x)dy,\]

(32)

where

\[
f_{\tilde{\gamma}_{t,k}}(y|x) = \frac{f_{\gamma_{t,k}}(y,x)}{f_{\gamma_{t,k}}(x)},
\]

(33)

and their joint PDF \(f_{\gamma_{t,i,k},\tilde{\gamma}_{t,i,k}}(y,x)\) is given by [31]

\[
f_{\gamma_{t,i,k},\tilde{\gamma}_{t,i,k}}(y,x) = \left( \frac{1}{\gamma_{D,t}} \right)^{L_k+1} e^{-\frac{\gamma_{x,y}}{\gamma_{D,t}}} \frac{1}{(1 - \rho_{t,k})}
\times I_{L_k-1} \left( \frac{2\sqrt{\rho_{t,k} xy}}{\gamma_{D,t} (1 - \rho_{t,k})} \right) .
\]

(34)

The PDF and CDF of the delayed version \(\tilde{\gamma}_{t,k}\), which are referred to as \(f_{\tilde{\gamma}_{t,k}}(x)\) and \(\mathcal{F}_{\gamma_{t,k}}(x)\), respectively, can be obtained as shown in (35) and (36), respectively. Where \(\hat{\gamma} = \frac{1}{\gamma_{D,t}[(N_t - n - 1)(1 - \rho_{t,k})]^{v} c^{R}}\), is a multi-index \(M\)-tuple having a length of \(c = \sum_{p=0}^{L_k-1} c_p, v = \sum_{p=0}^{L_k-1} p c_p\), and \(R(c, n) = \Gamma(N_t - n)\prod_{p=0}^{L_k-1} \Gamma(p+1) c_p \Gamma(c_p+1)\).

A. Exact Outage Probability

1) Scenario A of Interference: The outage probability in this case can be expressed by conditioning the CDF of \(\tilde{\gamma}_{t,k}\) that is obtained in (36) on the interference distribution, and using the same steps adopted previously for SNR-based Post-TAS case. Consequently, using the series expansion of incomplete Gamma function \(\gamma(n, x) = (n - 1)! \left( 1 - e^{-x} \sum_{k=0}^{n-1} \frac{x^k}{k!} \right)\), and after some analytical manipulations, the resulting outage probability can be obtained as shown in (37). The term \(J_4\) in (37) is given in the following proposition.

Proposition 5: The term \(J_4\) is expressed as

\[
J_4 = (-1)^j (\zeta_{\gamma_{th}})^{-j} H_{1,2}^{2,0} \left[ \phi_t (\zeta_{\gamma_{th}}) \right]^{(0, \frac{z}{v})} \left( j, \frac{z}{v}, (0,1) \right) .
\]

(38)

Proof: See Appendix E.

2) Scenario B of Interference: The outage probability has the form that is similar to that given in (37) but with \(J_4\) therein is replaced by \(J_5\), which is given in the following proposition.

Proposition 6: The term \(J_5\) is expressed as

\[
J_5 = (-1)^j (\zeta_{\gamma_{th}})^{-j} H_{1,2}^{2,0} \left[ \phi_t (\zeta_{\gamma_{th}}) \right]^{(0, \frac{z}{v})} \left( j, \frac{z}{v}, (0,1) \right) .
\]

(39)

Proof: See Appendix E.

Inserting the resulting expression of \(Pr\{\tilde{\gamma}_{\text{SINR},t,k} < \gamma_{th}\}\) for \(t = \{M_B, F_B\}\) and \(k = M_U\) in (16) yields the desired result for the outage probability of \(M_U\).

B. Exact Average Error Rate

1) Scenario A of Interference: The average error rate can be obtained using the MGF approach as shown in (21). In this case, after some analytical analysis, the resulting MGF of \(\tilde{\gamma}_{\text{SINR},t,k}\) which is denoted as \(\mathcal{M}_{\text{SINR},t,k}(s)\) can be obtained as shown in (40). Inserting the result in (40) into (21) yields the expression of \(P_e_{t,k}\), and now inserting it for \(t = \{M_B, F_B\}\) and \(k = M_U\) into (20) gives the desired result for the average error rate of \(M_U\).

2) Scenario B of Interference: For this case, the term \(\mathcal{M}_{\text{SINR},t,k}(s)\) has the same expression as in (40) but after replacing \(\alpha_t\) by \(\phi_t\). Substituting the resulting expression of \(P_e_{t,k}\) for \(t = \{M_B, F_B\}\) and \(k = M_U\) into (24) yields the desired final result.
\[ f_{\tau,k}(x) = u \left( \frac{N_t}{u} \right) \frac{1}{\Gamma(L_k)(1 - \rho_{\tau,k})\gamma_{D,t}^{x}} \left( x \right)^{u - 1} \sum_{n=0}^{L_k-1} \left( \frac{1}{n} \right)^{(u-1)n-1} e^{-x\zeta} \sum_{|c|=N_t-n-1} \Gamma(v+1) \times R(c, n) \left( \frac{1 - \rho_{\tau,k}}{(N_t - n - 1)(1 - \rho_{\tau,k}) + 1} \right)^{v+L_k} \sum_{r=0}^{v} \left( \frac{v + L_k - 1}{v - r} \right) \frac{1}{\Gamma(r+1)} \left( \frac{\rho_{\tau,k}(1 - \rho_{\tau,k})^{-1} \zeta}{N_t - n} \right)^{v-r} \zeta^{-L_k-r} \gamma(L_k + r, \zeta y). \]

\[ \mathcal{J}_0 \] is given the following proposition.

**Proposition 7:** The term \( \mathcal{J}_0 \) is expressed as

\[ \mathcal{J}_0 = (-1)^j \left[ \frac{\gamma_{th}}{\gamma_{D,t}} \right]^{-j} H_{1,2}^{2,1} \left[ \alpha_t \left( \frac{\gamma_{th}}{\gamma_{D,t}} \right)^{\frac{1}{2}} \left| (0, \frac{1}{2}) \right| \right]. \]

**Proof:** See Appendix E.

Substituting the resulting expression of \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th} \} \) for \( t = \{M_B, F_B\} \) and \( k = M_U \) in (16) yields the
\[
\Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = \left[1 - e^{-\frac{\gamma_{th}}{\gamma_{D,t}} \sum_{l=0}^{L_k-1} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^l}{l!}} \mathbb{E}^{\gamma_{D,t}} \left\{ (1 + \gamma_{I,t})^l e^{-\frac{\gamma_{I,t}\gamma_{th}}{\gamma_{D,t}}} \right\} \right]^{N_t},
\]

\[
= \left[1 - e^{-\frac{\gamma_{th}}{\gamma_{D,t}} \sum_{l=0}^{L_k-1} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^l}{l!} \sum_{j=0}^{l} \binom{l}{j} e^{-\frac{\gamma_{I,t}\gamma_{th}}{\gamma_{D,t}}} \right]^{N_t},
\]

\[
= \left[1 - e^{-\frac{\gamma_{th}}{\gamma_{D,t}} \sum_{l=0}^{L_k-1} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^l}{l!} \sum_{j=0}^{l} \binom{l}{j} J_0 \right]^{N_t},
\]

(41)

desired result for the outage probability of \( M_U \).

2) Scenario B of Interference: The outage probability in this case has a similar form to that given in (41) but with \( J_0 \) therein is replaced by \( J_T \), which is given the following proposition.

Proposition 8: The term \( J_T \) is expressed as

\[
J_T= (-1)^j \left( \frac{\gamma_{th}}{\gamma_{D,t}} \right)^{-j} H_{1,2}^{2,0} \left[ \phi_t \left( \frac{\gamma_{th}}{\gamma_{D,t}} \right) \right] \left( \left( 0, \frac{2}{\gamma_{D,t}} \right), (j, 2j) \right) (0,1). \]

(43)

Proof: See Appendix E.

Substituting the resulting expression of \( \Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} \) for \( t = \{M_B, F_B\} \) and \( k = M_U \) in (18) yields the desired final result.

B. Exact Analysis of Error Rate

1) Scenario A of Interference: The average error rate is obtained using the MGF method in (21), where the corresponding MGF of \( \gamma_{\text{SINR},t,k} \) in this case, which is denoted by \( M_{\gamma_{\text{SINR},t,k}}(s) \) can be obtained as shown in (44), where \( \Omega_t = \sum_{l=0}^{L_k-1} \frac{\left(\frac{\gamma_{th}}{\gamma_{D,t}}\right)^l}{l!} \sum_{j=0}^{l} \binom{l}{j} \left(1 + \gamma_{I,t}\right)^l e^{-\frac{\gamma_{I,t}\gamma_{th}}{\gamma_{D,t}}} \right]^{N_t} \). Inserting the expression in (44) into (21) gives the expression of \( F_{\gamma_{t,k}} \), and now inserting it in (20) for \( t = \{M_B, F_B\} \) and \( k = M_U \) gives the desired result for the average error rate of \( M_U \).

2) Scenario B of Interference: Herein, \( M_{\gamma_{\text{SINR},t,k}}(s) \) has the same expression as in (44) but after replacing \( \alpha_t \) by \( \phi_t \). Then, substituting the resulting expression of \( F_{\gamma_{t,k}} \) for \( t = \{M_B, F_B\} \) and \( k = M_U \) into (24) yields the desired final result.

C. Asymptotic Results

1) Asymptotic Outage Probability: The asymptotic outage probability with the use of SINR-Based Post-TAS is derived by employing the Taylor series expansion for exponentials and the asymptotic expansion of H-function at \( z = 0 \) [19, eq.1.8.1]. The corresponding results for different interference scenarios are treated separately in the following two parts.

\[
P_{t,k}^{\infty} \approx \left( \frac{\gamma_{th}}{\gamma_{D,t}} \right)^{\Lambda_{t,k}} \frac{\phi_t}{(L_k!)}^{N_t},
\]

(45)

where \( \Lambda_{t,k} = \frac{2}{N_t} N_t L_k + N_t \). The achievable diversity and coding gain can now be obtained as: \( G_{d}^{\text{Ind}} = \Lambda_{t,k} \), and \( G_{c}^{\text{Ind}} = \left( \frac{\phi_t}{(L_k!)}^{N_t} \right)^{-\frac{1}{\Lambda_{t,k}}} \). Substituting the resulting expression of \( P_{t,k}^{\infty} \) for \( t = \{M_B, F_B\} \) and \( k = M_U \) in (16) yields the desired asymptotic result.

\[
P_{t,k}^{\infty} \approx \left( \frac{\gamma_{th}}{\gamma_{D,t}} \right)^{\Lambda_{t,k}} \frac{\phi_t}{(L_k!)}^{N_t},
\]

(46)

Substituting the resulting expression of \( P_{t,k}^{\infty} \) for \( t = \{M_B, F_B\} \) and \( k = M_U \) in (18) yields the desired final result for asymptotic outage probability in this case. The achievable diversity and coding gain are: \( G_{d}^{\text{Ind}} = \Lambda_{t,k} \), and \( G_{c}^{\text{Ind}} = \left( \frac{\phi_t}{(L_k!)}^{N_t} \right)^{-\frac{1}{\Lambda_{t,k}}} \). Similarly, the outage performance of this scenario is also dominated by the pass loss of the interferer. The systems under identical and independent interference scenarios have the same diversity gain, but they differ in terms of their associated SINR gap or coding gains. This SINR gap can be obtained as \( G_{d}^{\text{Ind}} = \left( \frac{\phi_t}{(L_k!)}^{N_t} \right)^{-\frac{1}{\Lambda_{t,k}}} \). This result indicates that, for the same outage probability level, the performance of identical interference scenario outperforms that of the independent interference scenario by \( 10(1/\Lambda_{t,k}) \log (\alpha_t/\phi_t) \) dB.

2) Asymptotic Error Rate:

a) Scenario A of Interference: The asymptotic average error rate is obtained using the MGF approach in (21).
where \( I_1 \) is obtained as in (30). This yields the closed-form expression of asymptotic average error rate. Inserting the resulting expression of \( \text{Pe}_{t,k}^{\infty} \) for \( t = \{ M_B, F_B \} \) and \( k = M_U \) into (20) yields the desired final results.

\[ \text{Pe}_{t,k}^{\infty} \approx \frac{\Gamma \left( \frac{2}{\nu} L_k N_t + N_t + 1 \right)}{\pi (L_k)^{N_t}} \alpha_t \times \left( \frac{1}{\gamma_{D,t}^{1/2}} \right)^{\frac{2}{\nu} L_k N_t + N_t} \frac{1}{\gamma_{D,t}^{1/2} \sin^{2}(\pi/2)} \mathcal{I}_1. \]  

(48)

where \( \mathcal{I}_1 \) is obtained as in (30). This yields the closed-form expression of asymptotic average error rate. Inserting the resulting expression of \( \text{Pe}_{t,k}^{\infty} \) for \( t = \{ M_B, F_B \} \) and \( k = M_U \) into (24) yields the final results for the asymptotic average error rate of \( M_U \) in this case.

VIII. NUMERICAL RESULTS AND PRACTICAL IMPLEMENTATION

This Section presents some selected numerical results, which aim to support the analytical developments in the previous Sections and to explain the impact of various design and channel parameters on the achieved performance of the user of interest. Moreover, it overviews some related practical issues of the adopted MIMO systems herein in the context of latest wireless technologies.

A. Numerical Results

In this section, numerical results are provided to clarify some outcomes of the developed results in the previous sections. All results are presented assuming an SINR threshold of \( \gamma_{th} = 5 \text{dB} \) except for Fig. 7. The obtained results are verified via Monte Carlo simulations, wherein the simulated points are obtained by averaging over \( 10^5 \) independent trials.

Fig. 2 demonstrates the comparison between SNR-based selection and SINR-based selection outage probability results versus average SNR when the selection probability of \( \Pr(\rho_1 < 1) = \Pr(\rho_2 < 1) = 0.8 \), the number of transmit antennas \( N_{t,k} = 2 \), the number of receive antennas \( L_{t,k} = 2 \), path loss exponent \( \nu = 3 \), average INR of 20dB, and \( \lambda_t = 10^{-4} \). This reveals that when the association event \( \Pr\{\rho_k > 1\} \), where \( k = 1 \) refers to identical interference and \( k = 2 \) refers to un-correlated interference, \( M_U \) chooses the femtocell link over the macrocell link. Otherwise it selects the macrocell link. It can be clearly seen that the SINR-based selection outperforms SNR-based selection. In addition, the performance for identical interference outperforms the independent interference scenario. Monte Carlo simulations are also provided, showing an excellent agreement with the developed analytical expressions and their associated asymptotic results.

Fig. 3 depicts the outage probability of SINR-based selection for identical interference scenario versus the average SNR. In particular, the outage probability is performed for different selection probability values \( \Pr(\rho_1 < 1) = \{0.8, 0.6, 0.4\} \) and different values of \( \alpha_t \). The figure shows that the outage probability is increased when the likelihood of the association event is decreased, which reveals that the macrocell user tends to use the macrocell resources over the femtocell when the interference is high on the femtocell link. In addition, it is obvious from the figure that increasing \( \alpha_t \), which includes the interferers powers and path loss exponents, degrades the
Outage Probability

Fig. 3: The outage probability of SINR-based selection for different selection probability \( \Pr(\rho_1 < 1) = \{0.8, 0.6, 0.4\} \) when \( N_{t,k} = 2 \) and \( L_{t,k} = 2 \).

Fig. 4: The outage probability of SNR-based selection for both different \( N_t = \{1, 2, 3\} \) transmit antennas and different receive antennas \( L_k = \{2, 3\} \) when \( \Pr(\rho_1 < 1) = 0.8 \).

Performance of the outage probability is significantly enhanced when more transmit antennas are available at the transmitter and the receiver can enhance the performance of the outage probability.

Fig. 5 presents the average error rate performance of SNR-based selection for identical interference case versus the average SNR. The error rate is plotted for different path loss exponent values \( v = \{2.5, 3, 3.5\} \) when the selection probability \( \Pr(\rho_1 < 1) = 0.8 \), the number of transmit antennas \( N_t = 2 \), and number of receive antennas \( L_k = 2 \), path loss exponent \( v = 3 \), average INR of 20dB, and \( \lambda_t = 10^{-4} \) and modulation scheme of QPSK.

Fig. 6 depicts the delayed feedback outage probability for different \( \rho_{\tau,k} = \{1, 0.8, 0.5, 0.2\} \), \( N_t = 2 \), \( L_k = 2 \), path loss exponent \( v = 3 \), average INR of 20dB, and \( \lambda_t = 10^{-4} \). The outdated feedback have a significant impact on the overall performance, and hence it results in no diversity gain for both selection schemes. As can be readily observed, full diversity order is only achieved when \( \rho_{\tau,k} = 1 \), which corresponds to the case with no feedback delay.

Fig. 7 shows the outage probability of the SNR-based selection for identical interference case versus the average SNR. The results are performed for different \( N_t = \{2, 3\} \) and different \( \gamma_{\text{th}} = \{0, 5\} \) dB, when selection probability \( \Pr(\rho_1 < 1) = 0.8 \), path loss exponent \( v = 3 \), \( L_k = \{3\} \), average INR of 20dB, and \( \lambda_t = 10^{-4} \). This implies the same results observed in Fig. 4 having different number of antennas at the transmitter. Furthermore, it is also observed that...
The impact of feedback delay on the outage probability of SNR-based selection scheme for different correlation factor $\rho_{\gamma_{t,k}} = \{1, 0.8, 0.5, 0.2\}$ when $N_t = 2$, $L = 2$, and $Pr(\rho_1 < 1) = 0.8$.

Increasing the $\gamma_{th}$ degrades the performance by increasing the outage probability.

There are few challenges using TAS, which are mainly in the phase of channel estimation using SRS and DMRS. The ability of tracking the variations in channel response decreases due to the fact that fewer SRS and DMRS are sent when using TAS which may result in an accurate channel estimation. More details can be found in [32].

**IX. CONCLUSIONS**

This paper has presented new formulated problems that integrate different processing designs and network conditions in two-tier overlaid cellular networks. It analyzed the downlink performance of proposed hybrid control-access schemes for spectrum-shared two-tier MIMO networks with the use of TAS/MRC in the presence of PPP interference fields on spatial links. The treatment has covered detailed descriptions of the mode of operations of SINR-based $\text{Post-TAS}$ and $\text{Pre-TAS}$ interference-aware hybrid control-access schemes. Thereafter, new analytical results for some important performance measures of a desired user have been developed, including the outage probability and average error rate under PPP interference fields on spatial links. These results have been presented for two TAS approaches, which are SNR-based and SINR-based selection. The expected performance enhancement of SINR-based selection with respect to the SNR-based selection have been discussed and quantified. In addition, asymptotic approximations for the considered performance measures have been obtained, which have been used to characterize key performance indicators, such as the diversity gain and coding gain for the two TAS approaches. The treatment has been extended to cover the practical issue of delayed TAS due to imperfect feedback channel and arbitrary TAS scenario, and it has investigated the practical cases of identical and un-correlated aggregated interference on transmit channels. The developed models and their associated analysis herein have investigated an integrated problem that deals with practical issues of resources.
control-access strategy, interference modeling and character-ization, MIMO links processing, transmit selection approaches, and delayed feedback effect. They provide new enhancements on previous related works in terms of practical applicability and scope of applications.

**APPENDIX A**

**Calculation of $Pr\{\bar{\gamma}_{\text{SINR}} < 1\}$ and $Pr\{\rho_1 < 1\}$**

This Appendix explains the evaluation of the results in (10) and (14). Specifically, the term $Pr\{\rho_1 < 1\}$ is evaluated as $Pr\{\rho_1 < 1\} = Pr\{\eta I_{MB} - I_{FB} < 0\}$, where $\eta = \eta_0 N_{MB}/N_{FB}$. To proceed with the analysis, the Laplace transform of $I_{MB}$ (or $I_{FB}$) that follows the form in (3), can be re-written as [18]

$$
\psi_I(s) = \exp \left[ -\lambda_I (s \bar{\gamma}_{I,t})^{\frac{2}{\gamma}} \beta(v) \right],
$$

where $\bar{\gamma}_{I,t} = \bar{\gamma}_{I,t,i,M_U}$ in this case, and (a) follows from the definition of Fox H-function [19]. The PDF of $I_t$ can be obtained as the inverse Laplace transform of (49) to give

$$
f_I(y) = \frac{1}{2\pi} \lim_{T \to \infty} \int_{-iT}^{iT} e^{ys} \psi_I(s) ds
$$

$$
= \frac{1}{y} H_{1,1}^{1,0} \left[ \lambda_I (s \bar{\gamma}_{I,t})^{\frac{2}{\gamma}} \beta(v) \right]_{(0,1)}^{(0,\frac{1}{2})}.
$$

Moreover, the CDF of $I_t$ can now be obtained as [23]

$$
F_I(x) = \int_0^x f_I(y) dy = H_{1,1}^{1,0} \left[ \lambda_I (x \bar{\gamma}_{I,t})^{\frac{2}{\gamma}} \beta(v) \right]_{(0,1)}^{(1,\frac{1}{2})}.
$$

Using the preceding results, $Pr\{\rho < 1\}$ can now be expressed using [24, eq. 4.12] as in (14).

**APPENDIX B**

**Calculation of $Pr\{\rho_2 < 1\}$**

The term $Pr\{\rho_2 < 1\}$ is evaluated as

$$
Pr\{\rho_2 < 1\} = \int_0^{\infty} F_{\sum_{i=1}^{N_I} I_{t,i,M_i}} \left( \frac{x}{\eta_0} \right) \times f_{\sum_{i=1}^{N_I} I_{t,i,M_i}}(x) dx.
$$

where $\psi_{\sum_{i=1}^{N_I} I_{t,i}}(s) = \prod_{i=1}^{N_I} \exp \left[ -\lambda_I (s \bar{\gamma}_{I,t,i})^{\frac{2}{\gamma}} \beta(v) \right] = H_{0,1}^{1,0} \left[ \lambda_I s^{\frac{2}{\gamma}} \left( \sum_{i=1}^{N_I} (\bar{\gamma}_{I,t,i})^{\frac{2}{\gamma}} \beta(v) \right) \right]_{(0,1)}^{(0,\frac{1}{2})}$. Then it can be shown that the PDF and CDF of $\sum_{i=1}^{N_I} I_{t,i,M_i}$ have similar forms to those given in (50) and (51), respectively, but with the parameter $(\bar{\gamma}_{I,t})^{\frac{2}{\gamma}}$ therein is replaced by $\sum_{i=1}^{N_I} (\bar{\gamma}_{I,t,i})^{\frac{2}{\gamma}}$. Therefore, the result for $Pr\{\rho_2 < 1\}$ can be expressed as in (15).

**APPENDIX C**

**Calculation of $Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\}$ for Scenario A of Interference**

The term $Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\}$ can be expressed as

$$
Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = \int_0^{\infty} X((1+y)\gamma_{th}) f_{I_{t,k}}(y) dy,
$$

where $X = \max_{i=1}^{N_I} \{ \gamma_{\text{SINR},t,k} \}$ and $\gamma_{\text{SINR},t,k} = \bar{\gamma}_{D,t} \sum_{r=1}^{L_k} \alpha_{D,k,r}$ as defined after (4). Then $\gamma_{\text{SINR},t,k}$ has a Gamma distribution with parameters $\gamma_{\text{SINR},t,k} \sim G \left( L_k, 1/\bar{\gamma}_{D,t} \right)$. Therefore the CDF of $X$ can be expressed as

$$
F_X(x) = \prod_{i=1}^{N_I} \frac{1}{\Gamma(L_k)} \gamma \left( L_k, \frac{x}{\gamma}, \frac{y}{\gamma_{D,t}} \right),
$$

where $\gamma(a,x)$ is the lower incomplete Gamma function. Since $L_k$ is an integer, and using the finite sum representation of $\gamma(a,x)$, the result in (54) can be expanded as in (55) where (a) follows from binomial expansion and $r_{\text{sum}} = \sum_{p=1}^{n} (r_p - 1)$. Using the resulting expression in (55) into (53) gives the result in (17), where the term $J_1$ is defined as

$$
J_1 = \int_0^{\infty} y^{j} e^{-\left( n_{\text{th}}/\bar{\gamma}_{D,t} \right)} f_{I_{t,k}}(y) dy,
$$

where $\alpha_t = \lambda_I \beta(v) (\bar{\gamma}_{I,t})^{\frac{2}{\gamma}}$, (a) follows from the Laplace transform property [25, eq.(1.1.2.9)], and (b) follows from the derivative property of Fox H-function [19, eq.2.2.2].

**APPENDIX D**

**Calculation of $Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\}$ for Scenario B of Interference**

The term $Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\}$ in (18) for $t = \{M_B, F_B\}$ and $k = M_U$ can be expressed as

$$
Pr\{\gamma_{\text{SINR},t,k} < \gamma_{th}\} = \sum_{i=1}^{N_I} p_i \int_0^{\infty} F_X((1+y)\gamma_{th}) f_{I_{t,k}}(y) dy,
$$

where $f_{I_{t,k}}(x)$ is the PDF of $I_{t,k}$, evaluated as $f_{I_{t,k}}(x) = \prod_{i=1}^{L_k} \left( \frac{1}{\pi L_k} \right) x^{L_k-1} e^{-x^2/\bar{\gamma}_{D,t}}$, and the term $X$ has the same CDF that is given in (55). Moreover, the term $p_i$ denotes the probability that the $i$th
transmit antenna is selected and hence the associated interference power \( I_{t,i,k} \) is observed. This term can be obtained as the probability of the following event: \( \gamma_{\text{SNR},t,i,k} > \gamma_{\text{SNR},t,q,k} \), for \( q = 1, 2, \ldots, N_t \) and \( q \neq i \). Then \( p_i \) is given as in (58). Expanding the brackets gives the expression in (59). Where

\[
J_2 = \left( \frac{1}{\Gamma(L_k)} \right)^{r_{\text{sum}} + L_k} \int_0^\infty e^{-\frac{x}{\gamma_{D,t}}} x^{r_{\text{sum}} + L_k - 1} dx = \frac{\Gamma(r_{\text{sum}} + L_k)}{\Gamma(L_k)} \left( \frac{1}{n+1} \right)^{r_{\text{sum}} + L_k}.
\]

The evaluation of (57) follows the same procedure adopted to compute (53). The final result has a form that is similar to that given in (17) but with \( J_1 \) therein is replaced by

\[
J_3 = \int_0^\infty y^j e^{-\left(\frac{\gamma_{D,t}}{r_{\text{sum}} + L_k}\right)y} f_{I_{t,i,k}}(y) dy,
\]

\[
\text{where } \phi_t = \lambda_t \beta(v) \sum_{n=1}^{N_t} \left( \frac{\gamma_{D,t}}{r_{\text{sum}} + L_k} \right)^2, \text{ (a) follows from the Laplace transform property [25, eq.(1.1.9)], and (b) follows from the derivative property of Fox H-function [19, eq.2.2.2].}
\]

\]
\]
\]
\]
\]
\]
\[ p_i = \int_0^\infty \prod_{q=1, q \neq i}^{N_t} \Pr\{\gamma_{SNR,i,q,k} < x\} f_{\gamma_{SNR,i,q,k}}(x)dx = \int_0^\infty \left[ 1 - e^{-\left(\frac{x}{T_{D,i}}\right)^r} \sum_{r=1}^{L_k} \frac{\left(\frac{x}{T_{D,i}}\right)^{r-1}}{(r-1)!} \right]^{N_t-1} f_{\gamma_{SNR,i,q,k}}(x)dx. \]

(58)

\[ p_i = 1 - \sum_{n=1}^{N_t-1} \binom{N_t}{n} (-1)^{n-1} \sum_{r_1=1}^{L_k} \cdots \sum_{r_n=1}^{L_k} \prod_{p=1}^{n} (r_p - 1)! \]

(59)
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