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Abstract—Time-of-flight (ToF) echo techniques have been recently suggested for ranging mobile devices over WiFi radios. However, these techniques have yielded only moderate accuracy in indoor environments because WiFi ToF measurements suffer from extensive device-related noise which makes it challenging to differentiate between direct path from non-direct path signal components when estimating the ranges. Existing multipath mitigation techniques tend to fail at identifying the direct path when the device-related Gaussian noise is in the same order of magnitude, or larger than the multipath noise. In order to address this challenge, we propose a new method for filtering ranging measurements that is better suited for the inherent large noise as found in WiFi radios. Our technique combines statistical learning and robust statistics in a single filter. The filter is lightweight in the sense that it does not require specialized hardware, the intervention of the user, or cumbersome on-site manual calibration. This makes our method particularly suitable for indoor localization in large-scale deployments using existing legacy WiFi infrastructures. We evaluate our technique for indoor mobile tracking scenarios in multipath environments and, through extensive evaluations across four different testbeds covering areas up to 1000 m², the filter is able to achieve a median 2-D positioning error between 2 and 3.4 m.
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I. INTRODUCTION

LOCALIZATION using the Time-of-Flight (ToF) of RF signals is today the most popular technique to track moving objects in outdoor environments. The most prominent usage of ToF is the Global Positioning System (GPS) which exploits signal propagation times from different satellites to localize mobile devices on earth. Also, radar systems commonly rely on the propagation time of RF signals to localize aircrafts in the airspace. While the ToF technique has been widely adopted in outdoor environments, its application for indoor localization in WiFi environments has been relatively modest so far. When it comes to WiFi based localization, the research community has instead focused more intensively on different approaches such as the signal strength [1]–[5], the angle of arrival [6]–[9] or combining WiFi signals with inertial sensors as found in smartphones [10], [11]. The problem with the latter approaches is that they either require extensive manual on-site calibration, the need for intervention of the user, or cumbersome specialized hardware. These factors limit the deployment of these approaches at larger scale.

The challenge with ToF is that very precise signal propagation time estimates are required. At the speed of light, a measurement error of 1 μs already results in a distance estimation error of 300 meters which is intolerable for most indoor applications. In order to achieve meter-level localization accuracy, a precision in the order of a few nanoseconds is therefore needed. However, at this level the ToF is affected by various sources of noise [12]–[17]. For example, the relatively small bandwidth of WiFi signals and the limited clock rate of commercial off-the-shelf (COTS) WiFi radio receivers hinder the exact determination of the time of arrival of a signal. In echo techniques, the target may further add significant jitter before acknowledging the reception of a data. Specially indoors, the signal may additionally be obstructed and reflected over multiple paths which adds a positive bias to the estimated range.

In order to mitigate the impact of noise in ToF measurements, several techniques have been proposed in the literature. To combat the device-related Gaussian noise, unbiased estimators that rely on the mean or median of the collected ToF samples provide a good estimate of the true ToF [17]. To combat the multipath noise, biased estimators that aim at identifying the direct path such as the MUSIC algorithm [18], [19] can provide good results as well. Other approaches such as the expectation-maximization algorithm have been successfully applied to signal strength-based localization [4], and we could envision their application to combat the multipath noise of ToF measurements. However, we show in this work that, in WiFi ToF, the noise follows a Gaussian mixture model with each Gaussian component being in the same order of magnitude or larger than the multipath bias, and we demonstrate that these estimators fail to provide an accurate estimate of the true ToF as we need for ranging.

In this paper, we present a new filter that is specially designed for estimating the range in WiFi indoor environments based on noisy ToF measurements. Our filter relies on a combination of statistical learning techniques to train an environmental-specific linear regression model for the
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multopath bias and robust statistics for range estimation. Our approach does not require any specialized hardware and no intervention from the user, and it relies exclusively on the ToF information that can be extracted from COTS WiFi radios.

Our solution can independently run on the WiFi infrastructure side and it has the advantage of disentangling the core of the positioning tracking from the mobile application where additional services and higher accuracy could be provided only if the user is interested to install the application. In addition, the need for intervention of the user may be unwanted in setups where the objective of positioning the user is to understand and better plan the physical space as input for data analytics. Finally, our environmental-specific linear regression model can be learned in-situ and thus does not require any manual calibration.

We have used our filter to estimate the location of WiFi mobile devices in four different experimental testbeds. Our results show that our technique is able to significantly reduce the median ranging error over classical estimators. Our main contributions in this paper are the following:

- We present a firmware-based ranging architecture for round-trip time measurements running in the MAC processor of WiFi chipsets, and we quantify and compare the amount of noise that comes from the WiFi devices and the noise from the WiFi radio signal propagation over the wireless channel.
- We propose a filter based on statistical learning and robust statistics to estimate the distance range from a series of noisy ToF measurements. Our filter does not require any manual calibration and manages to estimate the distance to a remote WiFi device with median error between 1.7 and 2.4 meters.
- Finally, we evaluate our system for indoor mobile device tracking. We demonstrate across four different experimental testbeds that mobile devices associated to the WiFi infrastructure can be tracked continuously using our filter with a median accuracy between 2.0 and 3.4 meters.

II. TOF ECHO TECHNIQUE

This section describes the principles of ToF ranging and the noise effects that arise when applying this technique to off-the-shelf WiFi devices.

While traditional ToF-based echo techniques as employed in radar systems rely on uncoded RF signals and their reflections, WiFi echo techniques use regular frames of communication [12]–[17]. In WiFi communication, every DATA frame is acknowledged by the receiver with an ACK frame. In this work, we denote as local or measuring station the node sending DATA and receiving ACK, and target station the node receiving DATA and sending ACK. Since the interframe time between the DATA and ACK frames is fixed by the 802.11 standard (the Short InterFrame Symbol, SIFS, time), the delay between DATA and ACK frames can be used by the local station to infer the distance to the target.

In reality, sources of time offset exist at the local and target stations and they affect the accuracy of the ranging measurement. Let us refer to Fig. 1. If $d$ is the true distance between a local station and a target, the local station measures the time $t_{MEAS}(d)$ between the end of a sent DATA frame and the end of a received ACK frame:

$$t_{MEAS}(d) = 2 \cdot t_P(d) + t_{ACK} + \delta,$$

where $t_P(d)$ is the signal propagation time between the local station and the target (channel reciprocity is assumed), $t_{ACK}$ is the time needed to transmit the ACK, and $\delta$ is the measurement offset. The offset $\delta$ can be expressed as:

$$\delta = \delta_L + \delta_T,$$

where $\delta_L$ is the offset at the local station and $\delta_T$ the one at the target. $\delta_L$ arises at the measuring device due to the local imprecision in the timing information extraction, and $\delta_T$ is equal to the SIFS time plus any device-dependent deviation from this number. The presence of multipath effect causes a positive offset and increases $\delta_L$ and/or $\delta_T$.

From eq. (1), we can then define the ToF measurement as:

$$t^{ToF}(d) = \frac{t_{MEAS}(d) - t_{ACK} - \delta}{2}.$$

At distance $d = 0$, we then have:

$$t^{ToF}(d = 0) = \frac{t_{MEAS}(d = 0) - t_{ACK} - \delta}{2} = 0.$$

And therefore eq. (3) can be rewritten as:

$$t^{ToF}(d) = \frac{t_{MEAS}(d) - t_{MEAS}(d = 0)}{2}.$$

A sample is collected per 802.11 DATA/ACK handshake. For the generic sample $m$, the distance from the measuring station to the target device can be computed as:

$$d_m = c \cdot t^{ToF}_m(d),$$
where $c$ is the speed of signal propagation which is close to the speed of light in air. In the more general case, let $\mathcal{L}$ denote the set of links to a target station and $\mathcal{M}$ the set of samples. We can then express the generic sample as:

$$d_{i,m}, i \in \mathcal{L}, \ m \in \mathcal{M}.$$ 

Once $\mathcal{M}$ samples have been collected for a link $i \in \mathcal{L}$, the distance $\hat{d}_i$ between the local station and the target is estimated as follows:

$$\hat{d}_i = f(d_{i,1}, d_{i,2}, \ldots, d_{i,\mathcal{M}}), \ i \in \mathcal{L} \quad (7)$$

where $f$ is an estimator of the distance that aims at filtering out the measurement noises. The major contribution of this work is the design, implementation and evaluation of a robust estimator $f$ that estimates the distance to a target device using WiFi ToF, in the presence of rich multipath as found in common indoor environments, and severe noise as found in commodity WiFi chipsets.

III. ToF on COTS WiFi Radios

The design of a robust estimator $f$ requires first to characterize the noise sources of WiFi ToF. For this reason, we implement a ToF ranging system using commodity hardware. To alleviate any unnecessary source of noise or instability from the operating system, ToF measurements have to be performed as close as possible to the radio hardware. Rather than in the driver [17] or upper layers [14], the best method is therefore implementing the code for ToF measurements in the firmware of the WiFi radio chipset. To measure $t_{MEAS}(d)$ in the firmware, we have customized the open-source 802.11 openFWWF firmware.¹ This firmware is written in assembler and runs on off-the-shelf 802.11 Broadcom chipsets. Our customized firmware reports $t_{MEAS}(d)$ for each successful DATA-ACK frame pair. The timing is regulated by the general purpose timer, running on the wireless card’s internal clock at a rate of 88 MHz. The timer starts to count clock cycles just after the 802.11 processor sets up a register to indicate that a frame has been sent. Once the ACK frame has been received (or the ACK timeout has elapsed), another register gets updated and the timer gets stopped. Every time a measurement is made, the firmware writes $t_{MEAS}(d)$ into a defined address of the shared memory (SHM). The architecture is shown on the right of Fig. 1. Since the driver has also access to the shared memory block, it can retrieve the measurement every time an ACK is received. In the driver, we gather additional data about the incoming ACK such as the data rate, the AP (Access Point) MAC address, etc, and store them all in a buffer. Once this buffer is full or a timeout has elapsed, the data is transferred to the user space with a UDP socket.

A. System Setup

We have built a prototype ToF system that consists of COTS APs operating as ToF measuring stations. In our deployments, the APs are static stations. The APs use Soekris net5501 embedded machine with a 500 MHz AMD Geode LX single chip processor. The APs are equipped with Broadcom AirForce54G 4318 mini PCI type III cards and an omnidirectional antenna. The Broadcom chipset is operated with our customized firmware and the b43 driver presented above. The APs are connected over Ethernet to the location computing unit, that is responsible to process the raw data and compute the position.

As target station we use unmodified Dell Inspiron 5150 laptops equipped with Broadcom AirForce54G 4318 mini PCI type III cards and the integrated antenna of the laptop. In our deployments, the target station may be static or mobile according to the type of experiment (see Section III-B on deployment scenarios for the details). In order to perform ranging measurements, the APs use regular DATA frames that are acknowledged by ACK frames from the targets. The ranging measurements are performed in a round-robin fashion among the APs. The target is associated to a single AP, and the other APs send their DATA frames with the source MAC address of the AP to which the target is associated. In order to configure the DATA transmission, we rely on raw sockets and PCAP library.² This approach does not require any specific feature of the Broadcom chipsets used in our deployment, and thus it can be extended to other 802.11 firmwares.

B. Deployment Scenarios

We consider two types of scenarios for the deployment. The first scenario considers controlled experiments, where we avoid any environmental effects by connecting two stations using coaxial cables. The cables are based on the standard RG-58. In the second scenario, we perform experiments with transmissions over the air in four indoor testbeds, namely Testbed I, II, III and IV. The maps are shown in Fig. 2. Testbed IV uses the same environment as in Testbed I, but APs are partially placed at different locations. We deploy 9 APs in Testbed I, 9 APs in Testbed II, 10 APs in Testbed III, and 9 APs in Testbed IV. Testbed I, II and IV are office environments.

The environment of Testbed I is shown in Fig. 2(a). It covers a surface of almost $1000 \text{ m}^2$. We use 25 randomly selected locations (marked as a cross) to test our algorithms. We conduct tests over two different days, with some positions repeated again with different locations of some furniture. We could achieve connectivity for a subset of the total set of links (207 links out of 25·9).

Testbed II is depicted in Fig. 2(b). It features 180 links and it covers a smaller space of around $200 \text{ m}^2$. The target station is placed in 20 different positions.

Testbed III is shown in Fig. 2(c). It has been deployed at the facilities of the IEEE/ACM IPSN 2014 - Microsoft Indoor Localization Competition [20]. The testbed has 200 links and it covers $320 \text{ m}^2$. The target device is placed at 20 positions in two rooms and a hallway.

Testbed IV is deployed to study the performance of mobile device tracking. In this testbed, we measure the position when a mobile device is moving from position 1 to 19 as marked

¹http://www.ing.unibs.it/openfwwf/

²http://www.tcpdump.org/
in Fig. 2(d). For these mobility tests, a user moves at a speed of approximately 0.4 m/s. At the time that the user passes at one of the marked positions, we estimate the position and record the value. We then repeat the tests in the following setups: when the user stops at the marked locations for 2 and 5 seconds, respectively.

In all the testbeds, a mixture of line-of-sight and non-line-of-sight wireless links are present. During all experiments, people are moving within the testbed areas. The testbeds also contain several obstructions, including concrete walls, tables and glasses. All experiments are conducted with other active WiFi networks in the neighborhood. We operate the testbeds on a fixed frequency channel of the 2.4 GHz ISM band. The physical (PHY) automatic selection rate is active, such that the measurements include DATA sent at different PHY rates.

**IV. SOURCES OF NOISE**

While the firmware-based approach introduced in Section III can allow us to measure the ToF with the best precision using commoditized WiFi radios, the ToF measurements are still affected by large noise coming from severe sources which we discuss in the following in more details. In order to collect samples \( \{d_{i,m}\} \) for this analysis, we first determine the reference value \( t_{MEAS}(d = 0) \) (cf. eq. (5) and eq. (6)). To this end, we directly connect the AP operating as ToF measuring station to the target device to be calibrated and perform reference measurements over three coaxial cables of different lengths. We then infer \( t_{MEAS}(d = 0) \) for the distance at 0 m by means of linear regression. This process is required only once per chipset.

**Target ACK Delay:** The 802.11 standard specifies the SIFS time between the reception of a DATA and the transmission of an ACK at the receiver as a fixed interval. In 802.11b, for example, this time is specified as 10 μs [21]. However, a relatively high tolerance of 1 μs is tolerated which can result in significant noise and distance estimation errors up to 300 meters if the target would fully exploit this specified tolerance level. While most chipsets may not fully exploit this tolerance, the dispersion is still quite significant. To illustrate this, Fig. 3 on the left represents the resulting dispersion of a typical Broadcom WiFi chipset. The shown histogram was obtained by collecting sequences of samples \( \{d_{i,m}\} \) according to Eq. (6) for 10,000 packets. To avoid any dispersion from environmental effects, the measurements were performed over a coaxial cable of 13.5 meters. We observe that there are sources of noise that can lead to distance estimations that...
range from 0 to 25 meters, even under ideal signal propagation conditions such as cables.

**Multipath Reflections:** It is well known that signal propagation in complex indoor environments is subject to multipath effects in which multiple copies of the transmitted signal arrive at the receiver over different reflected paths. It is even possible that the direct component is entirely attenuated and the signal is received only over indirect paths. Since signals that travel over indirect paths will take longer time to arrive at the receiver, they introduce a non-Gaussian error in the distance estimation when considering the time-of-flight. This situation is shown in Fig. 3 in the middle and on the right where the same experiment as on the left was repeated but for a line-of-sight (LOS) and non-line-of-sight (NLOS) signal propagation link over omnidirectional antennas. In the LOS experiment, there is a visible connection between the measuring station and the target, while in the NLOS experiment, they are obstructed. The dispersion spans a range of 40 and 60 meters for the LOS and NLOS links, respectively, and the large noise in the measurement can also result in negative $d_{i,m}$ samples (see Fig. 3 in the middle), especially when the true distance $d_i$ is relatively small. In addition, the NLOS link shows a non-Gaussian distribution. Multipath effects must therefore be taken into consideration in order not to overestimate the distance when dealing with reflected signal propagation paths. Finally, multipath may also happen in LOS links, and thus a method robust to the propagation conditions must be designed.

**Quantization and Measurement Uncertainty:** Off-the-shelf WiFi chipsets have not been designed to provide accurate ToF measurements. A main source of noise comes from the coarse clock resolution of the radios. For example, the Broadcom chipset operates with a reference clock of 88 MHz, corresponding to a maximal distance resolution of 1.7 meters. In addition to this quantization noise, off-the-shelf chipsets introduce all sorts of considerable additional noise. As we could see in the histograms of Fig. 3, the shape of the distribution is far from being smooth despite using 10,000 samples to create the histograms, suggesting that the radios must have some bias when measuring the time. Other sources of noise must therefore also be factored in order to estimate the distance. On the other hand, the effects of the clock drift are negligible. See details in [17].

**Congestion and Interference:** Wireless congestion and interference have no impact on the ACK delay (that is, $\delta_T$) since the 802.11 channel is reserved during the SIFS period to the receiving node (i.e. the target station) as dictated by the 802.11 carrier sense multiple access with collision avoidance (CSMA/CA) protocol [21]. However, collisions occur on the wireless medium, causing data retransmissions. Only acknowledged data frames are considered as valid ToF samples, while unacknowledged frames do not generate any ToF measurement. Since the wireless resources are shared, the presence of congestion can increase the time required to obtain a sufficient number of samples for ranging. We study the problem of wireless congestion in an open space room (to reduce as much as possible the multipath, and focus on the impact of interference), with one link of 19 meters in LOS. In this setup, the AP transmits DATA at PHY rate of 1 Mb/s.

The AP computes the distance averaging over the collected ToF samples. We then repeat the ranging measurement for the same link, adding 802.11 traffic from another wireless station that saturates the channel with interfering traffic (UDP traffic of 4 Mb/s) sent at PHY rate of 1 Mb/s. The results are presented in Fig. 4. The figure shows the average of the distance estimation, both in absence and presence of interference. While the long-term ranging accuracy is the same in absence of interference and in presence of interference saturating the channel, the latter causes a longer time to converge to the true distance $d_i$. We can conclude that, in order to efficiently handle interference, it is important to design a system that requires only a few samples $M$ for the ranging estimation.

In Section V we provide an analysis about the target and measuring noise. We then describe how to deal with the Non-Gaussian noise resulting from the multipath propagation in Section VI to finally describe in details the robust shortest-path estimator we propose as a solution to mitigate the effects of the main sources of noise in Section VII.

**V. DEVICE-RELATED NOISE ANALYSIS**

In this section, we analyze in details the noise originated at the measuring station and at the target station. The goal of this analysis is to quantify the device-related noise and determine whether the non-Gaussian noise we observe in ToF measurements is only due to environmental effects such as multipath or the local and target devices also add non-Gaussian noise to the measured values.

In order to address this question, we use a low-noise oscilloscope to measure the offset distribution of $\{\delta_T\}$. This high-end wideband oscilloscope is an Infinium 90000A model with a fast sampling rate of 10 GS/s [22]. The internal noise of the oscilloscope can be regarded as negligible compared to the noise introduced by the WiFi radios and therefore provides us a mean to analyze the target offset $\delta_T$ in isolation.

On the left of Fig. 5, we show the histogram of the target offset $\delta_T$ as measured with the oscilloscope using approximately 300 samples, and the resulting Gaussian fitting function. We run the Lilliefors test and find that the hypothesis that the distribution of $\delta_T$ is Gaussian cannot be rejected, with a high p-value equal to 0.43 while setting the significant level to 0.05. Therefore it is safe to assume that $\delta_T$ can be
approximated with a Gaussian distribution \( N \) with standard deviation equal to \( \sigma_{\delta_T} \).

We then statistically compare the distribution of \( \{ \delta_T \} \) measured with the oscilloscope with the distribution \( \{ t_{\text{MEAS}}(d) \} \) measured at the local station with our firmware-based approach presented in Section III. For the comparison, we collect samples of \( t_{\text{MEAS}}(d) \) in LOS links with limited multipath at \( d = \{1, 15, 60\} \) m and draw the quantile-quantile (QQ) plots, a graphical method for comparing two probability distributions. If the distributions are linearly related, the points in the QQ plot will approximately follow a line.

The resulting QQ plots are shown on the right of Fig. 5. We observe a linear pattern, which indicates that \( \{ \delta_T \} \) and \( \{ t_{\text{MEAS}}(d) \} \) have very similar noise distributions in presence of limited multipath. We also observe that the dispersion of the two distributions is very similar, with a standard deviation of 4.0 – 4.1 WiFi clock cycles in both cases. As a result of these investigations, we conclude that:

- The noise of \( t_{\text{MEAS}}(d) \) in LOS links with limited multipath is largely dominated by the Gaussian noise of the target offset \( \delta_T \).
- The dispersion of the local offset \( \delta_L \) in LOS links has a negligible impact on the distribution of \( t_{\text{MEAS}}(d) \), and our approach to implement the ToF measurement in the firmware does not add a significant dispersion.
- The non-Gaussian ToF noise that we observe in many indoor links of our testbed is not related to the local or target noise of the WiFi devices but rather to environmental effects such as multipath.

VI. DEALING WITH WIFI MULTIPATH NOISE

Existing multipath-resistant estimators assume that the non-Gaussian noise from the reflected signal path components are the dominant sources of noise. However, as we have shown in the previous section, the device-related Gaussian noise is extensive in WiFi radios. In order to deal with these combined sources of noise, the focus of this section is to analyze different robust estimators \( f \) to estimate the true distance \( d \) for multipath-rich indoor environments.

A. Noise Model

While the device-related noise can be approximated as an environmental-independent Gaussian distribution, this is not the case for the noise that arises from the effect of multipath reflections. The amount of multipath is very much dependent on the environment and the exact position of the devices. Under multipath propagation between two WiFi nodes, the distribution of ToF measurements will be non-Gaussian, as a result of those data frames where the 802.11 transceiver synchronizes to a delayed copy of the signal.

Estimating the true distance using this noisy data is not trivial with WiFi radios. In fact, we cannot directly measure the individual multipath components at the signal-level on off-the-shelf WiFi radios since the WiFi chipset only synchronizes to the strongest path, resulting in a positive or null bias \( b_{i,m} \geq 0 \).

In order to design a reliable estimator \( f \) of the distance, we model the ToF noise as follows. Let us consider a link \( i \in \mathcal{L} \). The true distance \( d_i \) of this link is affected by an additive Gaussian noise \( \mathcal{N} \), generated by the target station, with the standard deviation equal to \( \sigma_{\delta_T} \) (cf. Section V). \( d_i \) is further affected by a distance bias \( b_{i,m} \geq 0 \) caused by the absence \( (b_{i,m} = 0) \) or presence \( (b_{i,m} > 0) \) of multipath. Therefore, for each sample, we can model the distance \( d_{i,m} \) as follows:

\[
d_{i,m} = d_i + b_{i,m} + \mathcal{N}(0, \sigma_{\delta_T}),
\]

where \( d_i \) is the true distance.

Grouping together the samples with the same bias after clock quantization (that limits the distance resolution per sample to 1.7 m, cf. Section III) results in a finite Gaussian Mixture Model (GMM) with a small number of modes. One of these modes corresponds to the samples synchronized to the direct path (the samples with \( b_{i,m} = 0 \)), while the others correspond to the samples synchronized to any of the reflected paths. In general, no component is dominant and we can conclude that the Gaussian mixture is non-Gaussian distributed.

B. Reliability of the Estimation of the Gaussian Components

A fundamental difference with respect to classical GMM applications is that the multipath noise superimposes to the large noise \( \sigma_{\delta_T} \) added by the target device. The deviation due to \( \sigma_{\delta_T} \) can be much stronger than the bias error caused by synchronizing to a delayed copy in a multipath propagation.\(^3\)

Current techniques for learning the modes of the GMM model need instead that the modes are either sufficiently apart or consider that only a small number of samples is received as reflected paths representing a few outliers [23].

In order to verify how well current learning mechanisms for a GMM model could be applied to WiFi ToF, we generate in simulations 1,500 samples using the GMM model and suppose that there exist only two modes, one mode representing the direct path and one mode representing the reflected path. We then apply the expectation-maximization (EM) algorithm [24] to cluster the samples (the details of the algorithm are presented in Appendix XII-A of the supplementary

\(^3\)For instance, in the example in Fig. 5(left), we have a standard deviation of 4 clock cycles for \( \delta_T \) in LOS conditions. This results in a 99-percentile dispersion of the error of approximately 35.1 m, higher than a typical error caused by synchronizing to a delayed copy of the 802.11 signal in a multipath propagation in indoor scenario.
techniques. In this section, we explore a different methodology for the estimation of the distance. First of all, in WiFi ToF, we are only interested in the direct path’s distance or, in general, the shortest path’s distance. Indeed, we do not need an algorithm (as the EM algorithm) that estimates the distance of all the paths, including the longer ones. In GMM links with only a direct path (∀m ∈ M, b_{i,m} = 0), the median or the mean would be a reliable estimator of the direct path’s distance. However, as a result of the GMM model in WiFi ToF, the sequence is in general mixed with samples where the local station synchronizes to a delayed copy of the WiFi signal (∃ m ∈ M : b_{i,m} > 0). In the latter case, using the median of the sequence, e.g. the 50% percentile of the distribution as estimator would result in an over-estimation of the distance. We then conjecture that, by taking a percentile below 50%, we can counterbalance the biased values b_{i,m} > 0 in the estimation process. In the example shown in Fig. 8, a percentile equal to 9 would be effective to counterbalance the biased value and report the true distance.

Formally, let us consider a link i ∈ L and collect a sequence of M measurements \{d_{i,1}, d_{i,2}, \ldots, d_{i,M}\}. We define the optimal percentile \(p_{i,\text{opt}}\) as the percentile that provides, for each link i, the minimum absolute distance estimation error with respect to the true distance \(d_i\):

\[
\hat{p}_{i,\text{opt}} = \arg \min_{0 \leq p \leq 0.5} |\hat{d}_i(p) - d_i|,
\]

where \(\hat{d}_i(p)\) is the estimated distance using the p-percentile of the distribution \(\{d_{i,m}\}\). The goal is to design a statistical estimator \(f\) that estimates the optimal percentile \(\hat{p}_{i,\text{opt}}\) based on some observables and gives as output the estimated distance \(\hat{d}_i(p_{i,\text{opt}})\).

We train various options for the observables in the estimator \(f\) in an extensive evaluation in one of our testbeds (Testbed I, Fig. 2(a)) with all links. As candidate observables, we consider the first three moments (median, standard deviation, and skewness) of the ToF as well as of the received signal strength indicator (RSSI). All three moments could in principle be indicators of multipath. For example, when the median of the ToF is low (or the median of the RSSI is high), the two ranging devices are close to each other and hence likely to have a short line-of-sight connection between each other with little multipath delay. An increased standard

VII. ROBUST SHORTEST PATH ESTIMATOR

The results of the previous section have shown that classical algorithms fail to estimate the distance in WiFi echo

Fig. 6. Generation of a direct path and a reflected path in simulation using the GMM model, with small Gaussian noise of the target station. As expected, the EM algorithm can reliably estimate the two modes.

Fig. 7. Generation of a direct path and a reflected path in simulation using the GMM model, with Gaussian noise of the target station as found in our experiments. The EM algorithm fails to reliably estimate the two modes.

Fig. 8. Same simulation data set as in Fig. 7: We conjecture that, by taking a percentile below 50%, we can counterbalance the biased values \(b_{i,m} > 0\) in the estimation process and estimate the mean of the direct path’s Gaussian distribution.
deviation of the ToF or the RSSI may indicate that signals are received over several paths with different propagation delays and/or attenuations. The skewness of the ToF and RSSI distributions will also be intuitively larger over links with multiple propagation paths. For each of these six observables, we evaluate two variants, leading to a total of twelve candidate estimators. In the first variant, we determine the moments directly on the raw samples \( \{d_{i,1}, d_{i,2}, \ldots , d_{i,M}\} \). In the second variant, we attempt to pre-filter obvious outliers that arise from the device-related measurement noise (cf. Section IV) prior to determining the moments. These outliers are filtered out applying the Thompson Tau technique [25], a statistical method for deciding whether to keep or discard samples based on the expected value and the expected deviation of the sequence of samples.

We evaluate the precision of these estimators by determining their correlation to the a priori known optimal percentile \( p_{i,\text{opt}} \). For this analysis, we compute \( p_{i,\text{opt}} \) for a set of links with known distance, i.e. placing the mobile device at known positions. To quantify the correlation between the different moments and \( p_{i,\text{opt}} \), we rely on the Pearson correlation coefficient [26]. The Pearson correlation coefficient \( \rho \) is an indicator of the linear correlation of the variables, where absolute values close to zero indicate a low correlation and absolute values close to one represent a high linear dependence of two variables. A value close to one thus indicates that a moment is a good estimator to predict the percentile that will filter out the multipath noise effectively.

We consider the entire set of links in one of our testbeds (Testbed I). Table I shows the resulting correlation coefficient \( \rho \) for all twelve variants. The best correlation is provided by the median of the ToF, followed by the median of the RSSI and the skewness of the ToF. All other moments have a correlation coefficient below 0.5 which indicates a low correlation. We note that not all moments profit from pre-filtering to remove the outliers. For example, the median of the RSSI and ToF perform worse when outliers are pre-filtered. On the other hand, the skewness of the ToF increases from 0.20 to 0.51 and is therefore considerably better when pre-filtering the outliers.

<table>
<thead>
<tr>
<th></th>
<th>unfiltered</th>
<th>pre-filtered</th>
</tr>
</thead>
<tbody>
<tr>
<td>median of RSSI</td>
<td>0.62</td>
<td>0.63</td>
</tr>
<tr>
<td>standard deviation of RSSI</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>skewness of RSSI</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>median of ToF</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>standard deviation of ToF</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td>skewness of ToF</td>
<td>0.20</td>
<td>0.51</td>
</tr>
</tbody>
</table>

One may ask why the skewness of the ToF has a worse correlation than the median ToF. Intuitively, the skewness of the distribution should be a good indicator of the multipath, given that links with strong reflected (delayed) components are left-skewed, with \( p_{\text{opt}} \) smaller than for right-skewed link. Our results suggest that the combined device-related noise of the receiver and the measuring station have a strong negative effect on the correlation on the skewness. This is reflected in the pre-filtered version of the skewness which has a considerably better correlation than the unfiltered version. In contrast, the median of the ToF is much more robust to any device-related noise and therefore outperforms the skewness. The reason for the median ToF working best can be associated to the tendency of having longer reflected paths (and thus longer delays) for links with longer distances and vice versa. In other words, when the ToF is small, the devices are close to each other and the multipath noise will likely not affect much the ToF measurements. On the other hand, when the median ToF is large, the devices are further apart and the links may be affected more severely by the noise from reflected paths.

A. Proposed Filter Design

Provided the good correlation \( \rho \) between the median ToF and the optimal percentile \( p_{i,\text{opt}} \), we design a linear model for the estimator \( f \) that relies on this correlation to estimate the percentile from ToF measurements. The model is specific to the environment and we therefore train a model for each testbed. The training works as follows. For each environment, we compute the median ToF and the corresponding \( p_{i,\text{opt}} \) as in the tests in Section VII. Note that this requires extensive training at many locations, but we will show how to train a model without manual efforts in the next section by training using data collected only between the APs. The empirical distribution of the median ToF versus \( p_{i,\text{opt}} \) for all the 207 links of Testbed I is shown in the top of Fig. 9.

We note that \( p_{i,\text{opt}} \) is widely distributed between 0 and 50%. Therefore, it does not exist one value of percentile \( p \) that it is optimal for all the links, but it rather changes from link to link. Nevertheless, there is a clear linear trend which we will exploit in our estimator \( f \). To get the model, we perform a linear regression on these data points and obtain an environment-dependent linear model, as represented by the continuous line in the figure. Formally, let \( p_{i,\text{opt}} \) be the estimated optimal
percentile \( p_{\text{opt}} \) for a link \( i \in \mathcal{L} \). \( p_{\text{opt}} \) is computed with the following linear regression equation:

\[
d_i = a \cdot p_{\text{opt}} + c \quad a \leq 0, c \geq 0
\]

(10)

where \( d_i = d_i(p = 0.5) \) is the median ToF (estimated distance using the median), and the regression parameters \( a \) and \( c \) are trained by environment calibration on a given set of known distances, minimizing the sum of squared residuals. Applying classical linear regression theory [27], we can then state that a \( \rho^2 \) ratio of the total variation of \( p_{\text{opt}} \) can be explained by looking at the median ToF \( d_i \). Small values of \( p_{\text{opt}} \) indicate that stronger multipath is statistically expected using the median ToF for the distance estimation, while values closer to \( p = 0.5 \) indicate smaller multipath delay.

### B. Automatic Model Calibration

In real deployments, it is desirable to avoid any manual offline calibration to estimate the regression parameters \( a \) and \( c \) of the linear regression model. We therefore propose to run the calibration methodology based on ToF measurements between pairs of access points from which we know the exact positions. (The assumption of known AP positions generally applies to many localization scenarios such as in airports, malls, museums or companies which have a single wireless network operator.) This can be therefore performed online without human intervention. The results of this online calibration between APs of Testbed I are shown in the bottom of Fig. 9. We find that the calibration results in a very similar linear regression. This suggests that in order to calibrate the model for a particular environment, the ToF measurements between each pair of APs are sufficient. We illustrate our filter in Fig. 10. The individual steps are as follows:

1) We train a linear regression model from online measurements between the APs and determine the parameters \( a \) and \( c \) of eq. (10). The model characterizes the relationship between the median ToF and the optimal percentile \( p_{\text{opt}} \) (cf. eq. (9)).

2) For each link \( i \in \mathcal{L} \), we take a sequence of \( M \) measurements \( \{d_{i,1}, d_{i,2}, \ldots, d_{i,M}\} \) and determine \( d_i \) (median ToF).

3) The median ToF \( d_i \) is used to estimate the multipath delay using the linear regression model from step 1. The output of the estimator is a percentile value \( p_{\text{opt}} \).

4) For each link \( i \in \mathcal{L} \), we apply a linear interpolation to the sequence of ToF measurements \( \{d_{i,1}, d_{i,2}, \ldots, d_{i,M}\} \), select the \( p_{\text{opt}} \)-percentile of that sequence, and estimate the distance as \( d_i(p_{\text{opt}}) \).

### VIII. Evaluation Methodology

We first present the algorithms we use to evaluate the performance of our distance estimator and then present how we compute the position in our system.

#### A. Algorithms for the Distance Estimation Evaluation

For the evaluation, we study the performance of the following filters:

- our filter that uses the median ToF to estimate the optimal percentile (un-filtered),
- two other versions of the filter that rely on the median of the RSSI (pre-filtered) and the skewness of the ToF (pre-filtered), as they provided the second- and third-best correlation coefficients in Section VII, Table I.

Recall that these different metrics all estimate the optimal percentile \( p_{\text{opt}} \) of the multipath filter and that all three variants rely on the ToF for the final distance estimation. For each of the testbeds in Fig. 2, we compute the linear regression coefficients of each moment above with the \( p_{\text{opt}} \) (cf. Section VII-A).

In order to compare our filter against other approaches proposed in the literature, we further implement the MUSIC algorithm [18], the EM algorithm for GMM model and CAESAR [17]. CAESAR has been specifically designed for WiFi ranging while the MUSIC and the EM algorithms represent popular approaches to mitigate the impact of multipath in wireless localization. We briefly describe these three algorithms in Appendix XII-A of the supplementary material.

#### B. Localization and Tracking

In addition to the ranging error, we also study the localization error. We define a coordinate system on a two-dimensional map. To ease the notation, we consider only one target and a number of links equal to the number of APs in range, denoted as \( L \). Let \( s_i = (x_i, y_i) \) be the position of the AP \( i \), \( p = (x, y) \) the position of the target device, and \( r_i = \|s_i - p\| = \sqrt{(x - x_i)^2 + (y - y_i)^2} \) the distance between the AP \( i \) and the target device. Let \( \hat{d}_i \) further denote the estimate of the distance from AP \( i \) to the target, as computed using eq. (7). Our objective is to find the coordinates that solve the following weighted least square optimization problem:

\[
\hat{p} = (\hat{x}, \hat{y}) = \arg\min_{x,y} \sum_{i=1}^{L} \frac{\|s_i - p\| - \hat{d}_i}{w_i}^2
\]

where \( w_i \) is a weighting function of the samples \( \{\hat{d}_i\} \). We explain in Appendix XII-B.1 of the supplementary material how the weights \( w_i \) are determined. For solving eq. (11),

\(^3\)Since the correlation coefficient of the median ToF versus the optimal percentile is not improved by pre-filtering outliers, we apply this model to the raw, unfilted samples.
we apply the Newton-Gauss method with line-search for the step size, a well-known method for this problem. As for the initial position for the computation, we use the one given by a linear least square algorithm and having the advantage of being computationally efficient.

To capture the localization error intrinsic to our filter and avoid including measurement data with high error due to a bad deployment of the AP positions, we calculate the horizontal dilution of precision (HDOP) values. The HDOP relates to the multiplicative effect of AP geometry on positional measurement precision error. We only consider the positions with an HDOP value smaller or equal to five.

For mobile device tracking, we apply an Exponentially Weighted Moving Average (EWMA) filter of the position:

\[
\hat{p}_k = (1 - \alpha)\hat{p}_{k-1} + \alpha \hat{p}_k,
\]

where \(\hat{p}_k\) is the current position estimate, \(\hat{p}_{k-1}\) is the last measured position and \(\alpha\) is the filter weight. An EWMA filter puts more or less weight on historical values according to the filter weight \(\alpha\). A good choice of \(\alpha\) depends on the mobility of the target devices. The filter weight \(\alpha\) is computed by means of experiments. Details are provided in Appendix XII-B.2 of the supplementary material.

IX. EVALUATION

We analyze the performance of our statistical filter for ranging and mobile device position tracking.

A. Distance Ranging

We first evaluate the distance estimation error of our filter.

1) Distance Ranging Accuracy: We first evaluate the ranging accuracy using all links of Testbed I and offline calibration for our filters (the impact of online calibration is evaluated later). Similar experiments are performed in Testbed II and III. For each link, we compute the distance estimation error with 20 samples, and then calculate the average error using 500 sequences. We consider our filter that uses the median ToF, the median of the RSSI and the skewness of the ToF for estimating the optimal percentile. We also provide the error for CAESAR, the MUSIC algorithm, the GMM model using the EM algorithm, as well as classical estimators such as the mean and median of the ToF.

From Fig. 11 we see that our three new estimators outperform the mean and median metrics, but still worse than our new estimators. Finally, the EM algorithm outperforms CAESAR and the MUSIC algorithm. However, the median error of 7.3m. Our evaluation of CAESAR is also very consistent to the one recently presented in the indoor evaluation of [11]. With regard to the MUSIC algorithm, this approach is ineffective as a result of the large noise introduced by the target station (cf. Section V), which is not taken into account in the model used by the MUSIC approach. The 80-percentile of the MUSIC algorithm shows better performance than the mean and median metrics, but still worse than our new estimators. Finally, the EM algorithm outperforms CAESAR and MUSIC. However, the median error of 3.9m and an 80-percentile error of 7.1m shows its inefficiency with respect to our filter using the median ToF.

2) Robustness to Different Environments/Testbeds: Fig. 13 shows the median and 80-percentile of the distance error for the three different testbeds using sequences of \(M = 20\) 4.5m and the 80-percentile error is approximately 11.5m. CAESAR gets a median error of 4.1m and a 80-percentile error of 7.3m. Our evaluation of CAESAR is also very consistent to the one recently presented in the indoor evaluation of [11]. With regard to the MUSIC algorithm, this approach is ineffective as a result of the large noise introduced by the target station (cf. Section V), which is not taken into account in the model used by the MUSIC approach. The 80-percentile of the MUSIC algorithm shows better performance than the mean and median metrics, but still worse than our new estimators. Finally, the EM algorithm outperforms CAESAR and MUSIC. However, the median error of 3.9m and an 80-percentile error of 7.1m shows its inefficiency with respect to our filter using the median ToF.
samples and offline calibration. As shown in the x-label of the figure, we measure a high Pearson correlation coefficient between the median of ToF and the optimal percentile, in the range of 0.76 – 0.89. The median distance error is in the range 1.7 – 2.4 m, and the 80-percentile error is in the range 3.7 – 5.8 m. For comparison, the median (80-percentile) real distances for Testbed I, II and III are equal to 12.3 m (19.2), 8 (11.9) m, 10.2 (15.7) m, respectively. Concluding, our filter is robust across different environments.

3) Impact of Number of ToF Samples: We evaluate the number of samples \( M \) necessary in our filter. Figure 14 shows the error for our filter that relies on the median of the ToF as a function of the number of samples. The error is stable with ten or more samples for the median of the distance error. Only the 80-percentile of Testbed III can benefit from a higher number of samples.

4) Ranging Capacity: We study the capacity of the WiFi ranging technique, defined as the time \( C \) required to collect \( M \) samples in a WiFi network of \( N \) users. In order to find the capacity of the ToF ranging method, we apply Little’s formula [28]:

\[
C = \frac{M \cdot N}{S/P},
\]

where \( S \) is the throughput and \( P \) indicates the payload bits of the single frame. We conduct the analysis in saturation conditions and we apply the Bianchi’s formula to compute \( S \) [29]. We also consider that the traffic for ranging does not have data content and it only consists of MAC overhead. Considering \( M = 20 \) for the ranging estimation, the results versus the number of users in the system are shown in Fig. 15. As expected, increasing the PHY rate helps reduce the time \( C \) required to compute ranging estimates for \( N \) users. For instance, \( C = 0.25 \) s is needed to compute the ranges to 30 users with PHY rate of 11 Mb/s, while \( C = 0.1 \) s is needed with PHY rate of 18 Mb/s.

Additional results are provided in Appendix XII-C of the supplementary material.

B. Online vs Offline Calibration

Our proposal for online calibration is to train our model for the adaptive filter using the links between the fixed APs. Since the APs are at fixed known locations, this type of calibration does not require any additional manual effort and can therefore be performed online.

We compare online versus offline model calibration for Testbed I in Fig. 16. We have three findings. First, the online calibration achieves similar results with respect to the offline tests, and we can then apply the calibration online without significant performance loss. Second, online calibration outperforms the results we could achieve applying the linear regression achieved in Testbed II and III to Testbed I, which implies that it is better to calibrate online than using the calibration coefficients of other environments. Third, we find that the regression parameters \( \{a, c\} \) of Testbed I and Testbed IV are very similar. This is mapped to very similar performance observed in Fig. 16 using the offline calibration of Testbed IV. These testbeds use the same environment but different placements of the APs. This result suggests that the calibration is largely AP-position independent, but rather a feature of the environment.

We then study the variability of the coefficients of the automatic model calibration over time. These tests rely on experiments with 5 APs across an area of 250 m² in an office space. We perform the online calibration each hour for a total of 48 consecutive hours. The results of this investigation, in terms of the evolution of the regression parameters \( \{a, c\} \) versus the time are shown in Fig. 17. From the figure, we observe a dynamic trend during the working hours of the day and a static one during out-of-office hours. As a result of this experiment, we can conclude that frequent updates, in order of every hour, may be required during the day due to the presence and mobility of people as well as objects moved around, both increasing the dynamics of the environment.
measurement delays when the device constantly moves ahead. When measurements are slightly lagging behind due to the movement, the filter compensates for the increased tracking error which arises more effectively than when the device remains fixed. This effect is more pronounced in environments with more multipath constellations which cancel out more of the errors.

Tests under full mobility (label 'no waiting') give comparable results. However, the 80-percentile error is slightly lower for waiting times in Testbed IV at each location, no waiting, two seconds and five seconds waiting. We observe that the filter works with omnidirectional antennas in environments with multipath.

There have been many attempts to harness the time-off-flight of wireless signal in indoor propagation environments despite multipath. Common proposals to combat the multipath problem are for example the use of ultrawideband signals [31]–[33] or frequency diversity [34], [35]. However, these approaches require specialized hardware or software-defined radios which increase costs and hinders localization at larger scales. SAIL [11] is a ToF system using WiFi that has been designed for localization in multipath environments. However, SAIL requires inputs from the inertial sensors in the smartphone. SAIL achieved median error of \( \approx 1 \) m and 80-percentile error of \( \approx 5 \) m, which is comparable to our filter, at the drawback of requesting the collaboration from the mobile user through the installation of a dedicated application on smartphones. ToneTrack [19] tries to overcome the problem of limited bandwidth, inherent to WiFi time-based localizations. It combines channels to form virtual larger bandwidths without increasing the radio’s sampling rate, taking benefit of frequency hopping, to increase the resolution of ToF profiles. The work SpotFi [9] uses APs equipped with 3 antennas and commodity WiFi chipsets. It jointly estimates the Angle of Arrival (AoA) and ToF pairs of each path using the channel state information, and estimates the likelihood that these pairs correspond to the direct path between the AP and the target. In contrast to our work, SpotFi does not rely on ToF for ranging. Other solutions try to identify and mitigate the NLOS effects of WiFi RSS measurements [36]. The proposed solution combines a machine learning technique to first extract typical features from the training data collected during extensive indoor measurement campaigns and estimate the ranges using a regression model, and an identification approach based on hypothesis testing. The approach still needs a training phase that requires an offline classification or calibration. Still in RSS based ranging, [37] proposes to use a GMM model to filter corrupted range estimations caused by NLOS radio propagation by modeling distributions of LOS and NLOS sets of estimates. In this work, we have demonstrated that our filter performs better than existing approaches in multipath-rich environments.

X. RELATED WORK

The indoor localization literature is vast, including techniques using signal strength [1]–[5], the angle of arrival [6]–[8]] or combining WiFi signals with inertial sensors as found in smartphones [10]. In this section, we focus on time-based localization techniques which are most related to ours in addition to some general NLOS mitigation based solutions.

ToF Echo techniques based on packet exchanges in WiFi networks were first proposed in [12] and [13] and refined in [14]–[17]. However, unlike our work, none of these approaches address the effect of non-Gaussian noise such as in multipath-rich environments. A direct comparison to [17] as presented in this work shows that the error with our statistical filter can be reduced in indoor environments by a factor of more than two compared to classical estimators that do not compensate for the bias of the multipath. Gallo et al. [30] introduced directional Yagi antennas to eliminate the effect of multipath and other noise sources from WiFi echo techniques. They achieved a positioning accuracy of less than 5 m in 8 from 10 positions. In contrast, our filter works with omnidirectional antennas in environments with multipath.
XI. Conclusion

We have developed a new filter based on statistical learning and robust statistics to improve the ranging accuracy in the presence of noisy ToF measurements. Our filter does not require additional information form the devices or the user besides the ToF values which makes it applicable to a wide range of applications. We have shown how to apply our filter for indoor localization and tracking of COTS WiFi devices with legacy 802.11 Access Point infrastructures. In indoor deployments with multipath, our filter outperforms conventional ToF based range estimators by a factor of more than two.

We have demonstrated the accuracy of the filter to estimate the position in static and mobile settings. In static conditions, the filter achieved a median error of 2.0–3.1 meters. In mobile settings, the error was only slightly higher with a median error of 2.6 – 3.4 meters. We have shown that the performance of our filter can be achieved with online model calibration, and hence does not require any cumbersome onsite pre-calibration efforts. The system has also participated in the Microsoft Indoor Localization Competition 2016, achieving an average error of 3.17 meters in a challenging and uncontrollable environment with 5 APs covering 5000 m². This resulted in ranking 5th out of ten teams in the final. Our system was the only solution presented at the competition that did not require any customized software in the mobile device, neither inputs from inertial sensors in the mobile device. Since ToF is becoming readily available in WiFi chipsets, we foresee that our approach can be applied by the provider of positioning systems in airports, malls, museums, homes for context-aware networking as well as data analytics that require positioning data. The advent of new WiFi chipsets operating on wideband channels (such as the 160 MHz clock of 802.11ac) will greatly help to increase the accuracy and the integration with phase information will also be needed to improve the system performance.
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