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Abstract—We propose a scheme that opportunistically exploits received power diversity across different packets to both favor spatial reuse in underwater acoustic networks and limit the exposed terminal problem. Since the power attenuation in the underwater acoustic channel is large, such power differences are common. This situation, also referred to as the near-far effect and often considered a problem, is converted into a resource by means of multipacket reception (MPR). Yet, even without MPR capability our scheme offers performance benefits. Our scheme is simple, lightweight and distributed, and can be easily implemented over any protocol based on carrier-sense multiple access with collision avoidance. Our results show that higher throughput and lower transmission delay are achieved compared to a benchmark channel access protocol. Our results are validated and demonstrated in a lake experiment. To allow reproducibility, the implementation of our scheme is publicly available.
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I. INTRODUCTION

The design of medium access control (MAC) protocols for contention-based communications in underwater acoustic networks (UWANs) is challenged by long propagation delays and low physical transmission rates, which represent significant bottlenecks for resource assignment even in small networks. In addition, the absorption loss in the underwater channel leads to large differences in acoustic power attenuation for relatively small changes in the transmission range. As a result, with respect to a common receiver, the transmissions of a closer node may be much stronger, and thus be received while jamming those of a farther node. For contention-based communications based on the Multiple Access Collision Avoidance (MACA) protocol, this near-far effect (NFE) compounds as Request-To-Send (RTS)/Clear-To-Send (CTS) packets are exposed to collisions. The NFE is typically compensated in MAC protocol design via power control [1] or mechanisms that avoid simultaneous transmissions by nodes belonging to the same near-far node set (NFNS) [2]. However, the former requires a centralized control, which due to the long propagation delay should be avoided for contention-based UWANs. On the other hand, since the NFE is so common in UWANs, avoiding simultaneous transmissions within the same NFNS greatly reduces the network throughput.

In this paper, we take a different approach, and actually exploit information on NFNSs to increase the performance of MACA-based protocols. Specifically, we argue that packets from a NFNS can be received simultaneously, e.g., by means of multipacket reception (MPR) via interference cancellation, which has been advantageously applied to underwater communications [3], [4]. Even without MPR, simultaneous transmissions by nodes in the same NFNS can still be permitted if their destinations are different. Considering these opportunities, we offer a near-far handshake (NF-Handshake) scheme that exploits the NFE in UWANs (for the first time, to the best of our knowledge). Our scheme is simple, lightweight, distributed, and can be easily implemented over any MACA-based protocol. Our simulations, validated by results from a lake experiment, demonstrate that, at the expense of a small fairness reduction, NF-Handshake achieves better throughput and delivery delay with respect to a benchmark scheme.

II. RELATED WORK

Most contention-based channel access schemes for UWANs are inspired by the MACA approach. MACA prescribes that data transmissions be preceded by an RTS/CTS handshake, meant to protect the upcoming transmission from interference. Slotted-FAMA [5] improves this concept by mandating that transmissions take place at the beginning of global time slots. Conversely, no time slotting is employed in DACAP [6], which is based on collision detection mechanisms.

Several extensions of MACA have been proposed. Assuming global propagation delay information, MACA-MN [7] employs simultaneous transmissions of RTS packets to multiple receivers, and schedules multiple data packets for different receivers back-to-back. BiC-MAC [8] exploits bi-directional point-to-point data transmission chances. RIPT [9] schedules data packet transmissions from multiple nodes to arrive at the same receiver back-to-back, assuming at least local propagation delay knowledge. DOTS [2] assumes network-wide synchronization and allows the nodes to engage in multiple handshakes by distributedly collecting propagation delay information. MAC and error control are jointly designed in SASHA [10]. In TSR [11], potentially interfering communications can co-exist by timing transmissions to exploit silence periods, and by adaptively tuning the size of the data packets.

In this paper, we propose a fully distributed MAC scheme that can augment any MACA-based protocol by taking advantage of the NFE in UWANs with and without MPR capabilities. Our scheme keeps the communication overhead to a minimum and does not require any knowledge of propagation delays or two-hop connectivity.

III. THE NF-HANDSHAKE SCHEME

We assume a UWAN where any node can start a communication session with one of its one-hop neighbors. Each node is assumed to hold up-to-date information about its one-hop neighbor list and its NFNSs. In NF-handshake, CTSs are...
directed not just to the source of a received RTS, but rather to all nodes which can potentially transmit together with that same source. More specifically, for a source node \( n \) from which an RTS packet was received, the receiver \( r \) checks for NFNSs including node \( n \). Among these NFNSs, receiver \( r \) identifies the best subset such that channel utilization is maximized, and piggybacks this information in its broadcast CTS packet, e.g., by means of a bit map. Upon receiving a CTS, any node \( j \) whose identity was included in the CTS has an option to transmit instead of remaining silent (which otherwise is enforced upon overhearing the RTS of node \( n \) or the CTS of node \( r \)). The direct result is a mitigation of the exposed terminal problem. In the following we will explain how NFNSs are determined, and provide the rules of NF-Handshake with and without MPR.

A. Determining NFNSs

The information about NFNPs is obtained distributedly by each node. This information can be inferred from incoming message statistics [12] or, given the nodes’ distances, it can be computed via an attenuation model [2]. In this work, we determine the NFNSs relative to each node by continuously measuring the power of each received signals and by setting a threshold on the calculated signal-to-interference-plus-noise ratio (SINR). To formalize this, let \( g_n(r) \) be a possible NFNS with respect to receiver \( r \) including node \( n \), from which the first RTS message was received. Also, call \( P_{r,j} \) the received power of the latest signal received from node \( j \) at node \( r \), and \( \eta_r \) the noise power observed by node \( r \). For set \( g_n(r) \), the expected SINR of packets from node \( n \) is

\[
\mu_{r,n} = P_{r,n} \left[ \eta_r + \sum_{i \in g_n(r), i \neq n} P_{r,i} \right]^{-1}.
\]

Note that (1) is a worst-case assumption, since it is unlikely that all nodes in \( g_n(r) \) will transmit simultaneously. However, without propagation delay information, it cannot be avoided. By recalculating \( \mu_{r,n} \), we can compensate for mobility or received power changes. However, such changes should be sufficiently slow, so that the network topology information remains accurate. Still, we remark that NF-Handshake is distributed, hence even upon fast changes in \( \mu_{r,n} \), only the communication to and from the node whose topology information is outdated would be affected.

Given the SINR \( \mu_{r,n} \), the modulation scheme, the packet length, and the processing and coding gains, we calculate the expected error probability \( p(g_n(r)) \) for a packet from node \( n \) received together with packets from nodes in \( g_n(r) \) [12]. In case \( p(g_n(r)) \) is greater than a target packet reception rate, NFNS \( g_n(r) \) is considered valid. Similarly, node \( r \) determines the set of all valid NFNSs of maximal cardinality, \( G_n(r) \). Since (1) is calculated for the latest \( P_{r,i}, i \in g_n(r) \) measurements, set \( G_n(r) \) is continuously updated every time an RTS from a node \( n \) is received and mobility is permitted. Finding \( G_n(r) \) in general is NP-hard with complexity \( \mathcal{O}(2^D - 1) \), where \( D \) is the network degree. However, similar to the branch-and-bound algorithm [13], the average complexity is \( \mathcal{O}(D^3) \).

B. NF-Handshake Rules

Assume node \( n \) sent an RTS, and node \( r \) answered with a CTS. If this CTS includes node \( i \)'s ID, node \( i \) does not enter a silent state. Instead, if its queue is not empty, node \( i \) can exploit the opportunity to transmit. The rules to do so change depending on the availability of MPR capabilities.

Without MPR capabilities—In this case, \( i \) cannot transmit a data packet to node \( r \) or node \( n \). Still, in case node \( i \) was not silenced by a communication session other than that between \( r \) and \( n \), \( i \) is free to transmit an RTS message to another destination node, or to send a CTS in response to an RTS.

With MPR capabilities—In this case, node \( i \) can either transmit an RTS or a CTS to a node different than \( r \) and \( n \), or directly transmit a data message to node \( r \). Since \( r \) already considered the interference from node \( i \), the latter is expected not to interfere with the transmission of node \( n \), and node \( r \) will try to decode both transmissions via its MPR capabilities.

C. NF-Handshake’s behavior with MPR

Refer to the sample network topology in Fig. 1, with \( N = 5 \) nodes named \( n_1 \) to \( n_5 \). Besides the trivial case in which an RTS/CTS/data exchange is completed without further interactions, consider the following four scenarios:

Case 1 (compatible concurrent transmitters): assume that node \( n_3 \) completes an RTS/CTS handshake to transmit a packet to \( n_2 \). If \( n_4 \) also has a packet for \( n_2 \), it will check if its ID is included in \( n_2 \)'s CTS. If this is the case, it means that \( n_4 \in g_n^*(n_2) \), and \( n_4 \) can send its packet to \( n_2 \) as well.

Case 2 (mutually incompatible concurrent transmitters): assume that, e.g., \( n_3 \) and \( n_5 \) have a packet for \( n_4 \) and transmit an RTS to it. Assume that \( n_4 \) can successfully receive the two RTSs, but \( n_5 \notin g_n^*(n_4) \) and \( n_5 \notin g_n^*(n_4) \). In this case, \( n_4 \) grants \( n_3 \) in the CTS with probability \( p_3/(p_3 + p_5) \) and conversely grants \( n_5 \) with probability \( p_5/(p_3 + p_5) \), where \( p_3 = p_{ch}(g_n^*(n_4)) \) and \( p_5 = p_{ch}(g_n^*(n_4)) \).

Case 3 (partially incompatible concurrent transmitters): assume that \( n_3 \) sends an RTS to \( n_4 \) and that \( n_5 \) and \( n_1 \) also send an RTS. Assume that \( \{n_1, n_5\} \notin g_n^*(n_4) \). Then, node \( n_4 \) would grant transmission to \( n_3 \) and either \( n_1 \) or \( n_5 \). Node \( n_1 \) is selected with probability \( p_1/(p_1 + p_5) \) and node \( n_5 \) with probability \( p_5/(p_1 + p_5) \), where \( p_1 = p_{ch}(g_n^*(n_4)) \),
Each run, we generate a topology of 100 m. Four horizontal and one vertical obstacles of length 5 km2, with depth of 100 m. The case where the MPR capability is not available is negligible. We publish our implementation for reproducibility.

We consider two types of communication systems: i) NF-Ideal, where for each NFNS both the jammer and the jammed nodes are decoded with probability 1, and ii) NF-Realistic, where the MPR probability is set according to SINR values. The case where the MPR capability is not available is considered for the lake experiment below. We compare the performance of the two schemes to that of plain Slotted-FAMA in terms of throughput, delivery delay, and service fairness.

\[
\rho_{\text{thr}} = \frac{1}{T} \sum_{n=1}^{N} \sum_{m=1}^{N} x_{n,m} \, N_{\text{bit}}.
\]

In Fig. 2, we show the empirical complementary cumulative distribution function (C-CDF) of \(\rho_{\text{thr}}\) for \(T = 500\) s. The results show that even without perfect MPR capability, our NF-Handshake scheme significantly increases the throughput. We also observe that the dispersion of \(\rho_{\text{thr}}\) is about the same for Slotted-FAMA and NF-Handshake. This verifies that the throughput increase is achieved for different network settings.

\[
\rho_{\text{delay}} = \frac{1}{N(N-1)} \sum_{n=1}^{N} \sum_{m=1}^{N} \frac{1}{x_{n,m}} \sum_{j=1}^{t_{n,m,j}} t_{n,m,j}.
\]

In Fig. 3, we show the CDF of \(\rho_{\text{delay}}\). We observe a significant improvement of more than 40% when MPR is limited and 80% when MPR is ideal. The improvement in both \(\rho_{\text{thr}}\) and \(\rho_{\text{delay}}\) shown for our scheme translates into better channel utilization.

We evaluate fairness according to Jain’s index as

\[
\rho_{\text{fair}} = 2 \left\{ \sum_{n=1}^{N} \sum_{m=1}^{N} x_{n,m} \right\}^{-1} - 1
\]

Empirical C-CDF results for \(\rho_{\text{fair}}\) are shown in Fig. 4. Compared to Slotted-FAMA we observe that \(\rho_{\text{fair}}\) is not affected for ideal MPR and decreases less than 5% for realistic MPR. The latter result is because nodes involved in favorable NFE scenarios are allowed to transmit more often.

IV. SIMULATION RESULTS

Our simulations involve a Monte-Carlo set of 200 runs. In each run, we generate a topology of \(N = 10\) nodes, deployed uniformly at random over an area of 5 x 5 km2, with depth of 100 m. Four horizontal and one vertical obstacles of length uniformly distributed in [100, 200] m are placed at random locations. For each possible link, we compute the transmission loss via the Bellhop ray tracing model [14]. Assuming the use of BPSK, we compute the expected bit error rate for a bit rate of 1000 bps, a source level of 150 dB re 1 \(\mu\)Pa @ 1 m and a noise level of 50 dB re (1 \(\mu\)Pa/Hz). A link is considered to be feasible if this probability is less than 10^{-5}, and if no obstacle intersects the link. Packets are generated according to a Poisson process of rate 0.01 packets/s/node. Data packets are 1000-bit long, and RTSs and CTSs consist of 20 bits.

Our NF-handshake scheme can be implemented over any MACA-based protocol. To evaluate its performance, we choose to implement it over Slotted-FAMA [5], a widely known approach where the transmission of RTS, CTS and data packets is scheduled at the beginning of global time slots. To avoid collisions, each time slot includes a guard interval that is sufficiently long to compensate both for possible clock drifts and for the maximum propagation delay between any two nodes. For our simulations, this leads to time slots of duration 4.43 s. In UWANs, the propagation delay is significantly large compared to the ambiguity in time synchronization, hence the effect of such guard intervals on network performance is negligible. We publish our implementation\(^1\) for reproducibility.

We consider two types of communication systems: i) NF-Ideal, where for each NFNS both the jammer and the jammed nodes are decoded with probability 1, and ii) NF-Realistic, where the MPR probability is set according to SINR values. The case where the MPR capability is not available is

\(^1\)http://marsci.haifa.ac.il/share/diamant/NFHandshakeCode.zip
employed five nodes, communicating via EvoLogics modems, which have no MPR capabilities. The nodes were deployed from two harbor docks and boats. By relocating the boats, we created the network topologies shown in Fig. 5. Nodes 2 and 3 were deployed from harbor docks 75 m from each other, and at water depth 2 m and 4 m, respectively. Nodes 1 and 5 were placed 10 m apart and were deployed at depth 10 m and at distance ≈700 m from node 2 (Topologies T1, T2, T3) and at water depth 2 m and distance ≈50 m from node 2 (Topology T4). Node 4 was deployed from an additional boat at water depth 5 m, at 200 m (Topology T1), 700 m (Topology T2), and 600 m (Topologies T3, T4) from node 2. When the boats were far from the harbor, the water depth was 20 to 25 m. Conversely, the depth near the docks was 2 to 5 m. The shallow water and the many reflections from concrete harbor walls resulted in high packet error rates of ≈30%.

We employed a slotted handshake framework with time slot duration 10 s. In each topology, we allowed the nodes to communicate for 5 min using the NF-Handshake scheme, and for 5 min using the Slotted FAMA protocol. Table I summarizes the results in terms of the ratio of serviced to generated packets and of the number of resolved exposed terminal problems. The latter was measured by counting the number of switches from “silent” to “active” due to a CTS packet granting transmission. We observe that, out of the 78 generated data packets, about 40% were serviced using the Slotted-FAMA protocol. This is mostly because the full network connectivity resulted in high number of exposed terminal problems and not all generated packets could be serviced. Our NF-Handshake algorithm improves this situation, as it services roughly 68% of the generated packets. Our algorithm solved on average about four exposed terminal problems per node, i.e., each node received on average the opportunity to participate in four additional communication sessions. It could be argued that such a large number of serviced packets over the same time span may have resulted in much larger interference. However, the comparable average scheduling delay between NF-Handshake (42 s) and Slotted FAMA (37 s) shows that this interference is well managed by our NF-Handshake scheme.

VI. CONCLUSIONS

We presented a simple distributed scheme to increase the performance of handshake-based UWANs. Our algorithm exploits information on NFNSs, and allows multiple nodes to transmit simultaneously while avoiding collisions. To keep the communication overhead to a minimum, the identity of the nodes allowed to transmit is piggybacked in CTS packets. This allows communication sessions to co-exist and mitigates the exposed terminal problem. Numerical results show the benefit brought by our scheme in terms of throughput and delivery delay. A lake experiment was performed to validate these results and to demonstrate the effectiveness of our algorithm.
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Fig. 5. Lake experiment: dotted lines indicate near-far connections. “N”s are locations of the nodes for each topology (“T”).